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Abstract— Energy efficiency is a measure of performance in
wireless networks. Therefore, controlling the transmitter power
at a given node increases not only the operating life of the bat-
tery but also the overall system capacity by successfully admitting
new links between a source and a destination. It is essential to
find effective means of power control of point-to-point, broadcast-
ing and multicasting scenarios. The wireless networking presents
formidable challenges and we consider the problem of unicast or
point to point (peer-to-peer) communication in wireless networks
in the presence of other nodes. We study the feasibility of admit-
ting new links in an operating area in a wireless network while
maintaining the quality of service (QoS) in terms of Signal to In-
terference ratio (SIR) for each link. The SIR is maintained by
adjusting the transmitter power levels at each source for a given
link. Distributed power control (DPC) is a natural choice for such
purposes because, unlike centralized power control, DPC should
be able to adjust the power levels of each transmitted signal using
local measurements, so that in a reasonable time, all nodes/links
will maintain the desired SIR. In this paper, we present a suite
of DPC schemes using both the state space and optimal control
methodology in discrete-time. Further, we prove the convergence
of the overall network with our algorithm using Lyapunov stabil-
ity analysis in comparison with an available DPC scheme in the
literature. We present simulation results and comparisons to one
of the well known DPC scheme in the literature for point to point
communications in the case of overlapping scenario.

Key words and Phases: Signal to interference ratio (SIR), Energy
efficiency, Wireless Network, Distributed Power Control.

I. INTRODUCTION

Our approach to energy efficient communication departs
from the traditional layered structure in that we jointly address
the issue of transmitted power levels in point to point commu-
nication scenario via energy efficient approach, similar to that
of [1]. As indicated in [1], such joint decisions on connectiv-
ity and routing can result in significant improvement in energy
efficiency, as compared to a rigid layered structure that makes
these decisions independently. Further, our approach is based
on link-based nature.

The focus is on source-initiated point to point multiple access
system of session traffic. Here, our objective is to construct a
minimum energy point to point link, routed at the source, that
reaches a desired destination. A new link-based algorithm that
takes into account wireless network properties is presented. A
crucial issue in wireless networks is the trade-offs between the
reach of wireless transmission and resulting inteference by that

transmission. We assume that the power level of transmission
can be chosen within a given range of values. Therefore there
is a tradeoff between reaching a node in a single hop by us-
ing higher power (but at the cost of higher interference) versus
dropping that link that generates a very high interference to oth-
ers.

In any point to point multiple-access system, the need
for power control is evident. The problems of point to
point multiple-access in all-wireless networks are being cur-
rently studied. The wireless networking environment presents
formidable challenges to the above study. Among the most dif-
ficult issues related to mobile wireless applications is that of
operation in limited-energy environments. In this paper we pro-
pose a distributed power control scheme with one of the main
Quality of Service feature that considers ’SIR’ for the addition
of each link. The scheme developed in [1] addresses the issues
of transmitter power levels (and hence network connectivity),
and the formation of a link (routing). This approach relies on
the ’link-based’ nature of wireless communication.

To assess each complex trade-off separately, we assume the
following:

• No mobility.
• The availability of a large number of bandwidth resources.

(So that contention for channel is not an issue)
• Sufficient transceiver resources are available at each node.

(So calls are never blocked)
• The channel conditions are unchanged.
Under these assumptions we focus on the determination of

minimum-energy point to point link construction taking into
consideration the SIR. In the following sections we study the
wireless communication model (Section 2), distributed power
control (Section 3), state space-based control design (Section
4), optimal control design (Section 5), simulations (Section 6)
and conclusions (Section 7).

II. A WIRELESS COMMUNICATIONS MODEL

In wireless networks it is possible to establish a link between
any pair of nodes, provided that each has a transceiver available
for this purpose and that the SIR at the receiver node is suf-
ficiently high, (i.e above the required threshold). The links in
the wireless networks are determined depending on factors such
as distance between nodes, transmitter power, error-control
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schemes, other-user interference, and background noise. Fur-
thermore, in wireless networks no distinction can be made be-
tween uplink and downlink traffic. This complicates the inter-
ference environment.

The connectivity of the network depends on the transmis-
sion power and the interference at the receiver node. Assuming
that each node can choose its own power level, which is not to
exceed a maximum value Pmax. We assume that the receiver
signal power varies as r−α, where r is the range and α is a
parameter that typically takes on a value between 2 and 4 de-
pending on the characteristics of the communication medium.

III. DISTRIBUTED POWER CONTROL (DPC)

Our goal is to maintain a required SIR threshold for each
network link while the transmitter power is adjusted so that the
least possible power is consumed. Suppose there are n links in
the network. Let Gij be the power loss(gain) from the transmit-
ter of the ith link to the receiver of the jth link. It involves the
free space loss, multi-path fading, shadowing, and other radio
wave propagation effects, as well as the spreading/processing
gain of CDMA transmissions [7]. The power attenuation is
taken to follow the inverse fourth power law

Gii =
g

rα
ij

, (1)

Calculation of SIR Ri at ith link, [3]

Ri =
Gii ∗ Pi

(Σj �=iGij ∗ Pj + ηi)
, (2)

where i, j ε {1, 2, 3, ..., n}, Pi is the ith link’s transmitter
power and ηi > 0 is the thermal noise at its receiver node. For
each link i there is a lower SIR threshold γ. We take the thresh-
old to be the same as γ for all links, reflecting a certain QoS the
link has to maintain in order to operate properly. Therefore, we
require

Ri ≥ γ (3)

for every i = 1, 2, 3, .., n. An upper SIR limit is also set, so
that the transmitter power of a link is minimized, which in turn
will decrease the interference due to its transmitter power at the
other receiver nodes. Therefore, we check:

Ri ≤ γ∗ . (4)

The above condition is used to minimize the transmitter
power but it is not mandatory. If the equation (3) or (4) fails (i.e
Ri < γ) then the transmitter power of the transmitter has to be
updated using equation (5). Therefore each link independently
increases its power when its current SIR is below its target γ,
and decreases it otherwise. The associated power update can
be obtained from [4] as

Pi(k + 1) =
γ Pi(k)
Ri(k)

(5)

where k = (1, 2, 3, ..) (see [3] - [5]). If Pi(k + 1) > Pmax, the
new link is not added. If the power slips under the minimum

threshold powerPi(k+1) < Pmin (the minimum power needed
to form a link), then we keep Pi(k + 1) = Pmin.

SIR protection of an active link
For any active link i, that we have Ri(k) ≥ γ => Ri(k +

1) ≥ γ.
This implies that a new link is added if and only if the new

state of the system is stable, i.e. none of the existing links are
broken.

We next present the distributed algorithm with power control.
Algorithm
1. The SIR of the first link is calculated which includes only

thermal noise, and it is added.
2. While there are more new links, each new link is started

with Pmin as the minimum power:
a. All links recalculate its SIR and checks against the

threshold.
b. If any of the links transmitter power exceeds Pmax

then, ignore that link and goto step 2.
c. If any of the conditions given in (3) or (4) is not sat-

isfied then the new transmitter powers are calculated
according to the equations (5), and do part (a).

The final state contains all the feasible links added out of n
links maintaining a stable state. Though the work of [4] can be
expressed in the above algorithm, but there is strong evidence
that the power update can cause convergence problems. First of
all, there are no analytical results showing that the algorithm in
[4] converges both for overlapping and nonoverlapping cases.
Second, results are not included to demonstrate their conclu-
sions with regards to speed of convergence. Our work as pre-
sented in this paper is towards addressing the above limitations.
A suite of closed-loop distributed power control schemes are
presented next. We propose both a state space and optimal con-
trol scheme for updating the transmitter power and using Lya-
punov stability theory, the convergence proofs are detailed.

IV. STATE SPACE-BASED CONTROL DESIGN (SSCD)

Using state space theory [8] our goal is to maintain a required
SIR threshold for each network link while the transmitter power
is adjusted so that the least possible power is consumed. Using
(2) the SIR denoted here as, Ri, at the (k + 1)th iteration can
be written as

Ri(k + l) = Ri(k) + vi(k) , (6)

where by defnition Ri = Pi/Ii, and interference Ii(k) =
(Σn

j �=iPj ∗ Gij

Gii
+ ηi

Gii
), with n is the number of active links. The

vi in each system should only depend on the total interference
produced by the other users. To maintain the SIR of each link
above a desired target and to eliminate any steady-state errors
[6], a new state is added to the system. This is the integrator of
the error, ei(k) = Ri(k) − γ ,which is the summation of the
previous error values and γ is the target SIR value for the link
’i’ . Therefore, defining a new state as δ(k), where

δi(k + 1) = δi(k) + ei(k). (7)

Let xi(k) for a node is defined as
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xi(k) =
[

δi(k)
ei(k)

]
, (8)

Then we have

xi(k + 1) =
[

δi(k + 1)
ei(k + 1)

]
= Aixi(k) + Bivi(k) , (9)

where

Ai =
[

1 1
0 1

]
and Bi =

[
0
1

]

Theorem 1: Given the DPC as (9), and if the feedback is
chosen as vi(k) = −

[
k1 k2

]
xi(k) with k1 and k2 repre-

sent the feedback gains, then the overall system is stable and
the actual SIR values converge to their targets for each link.

Proof: Using (9) and the control input, the closed loop dy-
namics can be written as follows.

xi(k + 1) = A xi(k) (10)

where,

A =
[

1 1
−k1 1 − k2

]
(11)

And the condition |eigenvalues(A)| < 1 must be satisfied.
To find the eigenvalues, we solve det(zI − A) = 0, i.e

∣∣∣∣ z − 1 −1
k1 z − 1 + k2

∣∣∣∣ = 0 (12)

i.e (z−1)(z−1+k2)+k1 = 0. We assume (k2
2 −4k1) < 0

to have a pair of complex eigenvalues z, z̄. Then the complex
eigenvalues have |z|2 = 1+k1 −k2. Thus the condition |z|2 <
α < 1 gives |z| < 1. So it suffices to have k1−k2 < α−1. The
values satisfy this condition. These are the feedback control
values. If the choosen values are appropriate then the system
corresponding to equation (9) will be asymptotically stable.

We chose k1 = 1/3 and k1 = 1/2. The above values are
used to calculate vi i.e.,

vi = −k1 δi − k2 ei (13)

The new power can be computed as follows,

Pi(k + 1) = Ri(k + 1) Ii(k). (14)

Using this new power, the SIR’s are calculated and checked
till the stable state of all the links are achieved. We now con-
sider another algorithm using the state equation for SIR in (9).
We select

vi(k) = Kiei(k) − ei(k) (15)

Substituting the above equation in second part of (9) results
in

ei(k + 1) = Kiei(k), (16)

where Ki are the feedback gains to be determined for the
closed-loop system.

Theorem 2: Given the hypothesis above, for the system (9),
with power control input as in equation (15) . Then the closed

loop system as given by (16) is asymptotically stable provided
that

|KT
i Ki| < 1 (17)

Proof: We select a Lyapunov function,

V = 1/2eT
i ei,

whose first difference is given by

∆V = eT
i (k + 1)ei(k + 1) − ei(k)T ei(k) (18)

Substituting (16) into (18) results in

(Kiei)T (Kiei) − eT
i ei = eT

i K
T
i Kiei − eT

i ei

= −eT
i (I − KT

i Ki)ei (19)

which is less than zero if (17) is satisfied. This shows that
the closed loop system is asymptotically stable. This further
implies that the actual SIR values for each link will converge to
their respective targets.

We next present an optimal control scheme for admitting
more links.

V. OPTIMAL CONTROL DESIGN

Given the system described by (9), we choose the output
yi = Cxi(k), for i = 1, . . . , n, C is the output matrix and
with performance index

Ji = 1/2
∞∑

k=k0

[xT
i Qixi(k) + vT

i Rivi(k)] ,

where Qi and Ri are positive definite real matrices selected by
the designer.

Theorem 3: Given the hypothesis presented in the previ-
ous theorem for DPC, with the feedback selected as vi(k) =
−Kxi(k), where the feedback gains are taken as

K = (BT
i S∞Bi + Ri)−1BT

i S∞Ai

and S∞ is the unique positive definite solution of the Algebraic
Ricatti Equation (ARE)

Si = AT
i [Si − SiBi(BT

i SiBi + Ri)−1BT
i Si]A + Qi

Then the resulting time invariant closed loop system described
by

xi(k + 1) = (Ai − BiKi)xi(k)

is asymptotically stable.
Proof: See [8].

VI. SIMULATIONS

The setup for the simulation experiments to investigate DPC
schemes developed in [4] and our SSCD is as follows. The net-
work region is assumed to span a square region of side 500units
as shown in Figure 1. For simplicity, the links are placed uni-
formly and horizontally, all of equal lengths. Random links are
generated for later simulations. All links have the same SIR
target γ = 5, which may be low for certain applications. The
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normalized noise floor ηi/g from equation (2) is taken to be the
same for all receivers and equal to 10−9. The initial power value
for each link is assigned as P0 = 10−5units. We have an upper
limit on the power of each link transmitter i.e. Pmax = 5units.
When the transmitter power of an active link is in danger of ex-
ceeding Pmax, while a new inactive link is being admitted, the
new link is not added to the system. A new link is added only if
it maintains the system’s stable state even after its addition. The
SIR’s of all the active links are maintained just above the target
γ when the power control scheme given in [4] and ours were
implemented for comparison. The admission of a new active
link is attempted for a few iterations before the system reaches
a stable state. A new link is admitted only if the system still
remains in the stable state. If the link is not added then it will
be tried later on.

In the other scenario, we took one overlaped link with all
other non-overlapped links as shown in Figure 1.Links are
added and made active as their SIR’s are above the target value.
If a link wants to terminate, its transmitter power is made zero,
so that it does not cause any interference to other active links.
Here we can see that the overlaped link was not added when
the power control scheme in [4] was used in Figure 2, while it
was successfully added using our SSCD scheme (see Figure 3)
in less number of iterations. Further, in all the scenarios, the
speed of convergence is faster in comparison with the others.
This clearly shows the superiority of our DPC scheme over the
one presented in [4]. In another study, the total power of the
system is observed to be changing with the amount of overlap-
ping. In other words, overlapping effects the total power of the
entire sytem (sum of all the transmitter powers) and the prob-
ability of admission of new links. More overlapping results in
higher transmitter powers and fewer new link admissions and
vice versa. Here also, our DPC scheme provides a superior
performance in terms of increasing the system capacity by si-
multaneously admitting several new links.

VII. CONCLUSIONS

This paper presents a energy efficient power control scheme
for wireless networks. Though a point to point communica-
tion link is considered in this paper, but the proposed scheme is
even applicable for constructing energy efficient broadcasting
and multicasting trees. Using a novel power update, it is shown
that the overall system maintains a desired target SIR value for
each link analytically. The analytical results are verified ex-
perimentally in two scenarious of overlapping and nonoverlap-
ping. A suite of power control schemes are proposed based
on state space control, design and analysis and optimal control
methodology. Preliminary results show that our state space ap-
proach offers a superior performance in terms of convergence
compared to the available ones in the literature.
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Fig. 1. Uniform distribution of links with 1 overlaped link
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Fig. 2. DPC[4] with 1 overlaped link
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Fig. 3. SSCD with 1 overlaped link

496

Authorized licensed use limited to: University of Texas at San Antonio. Downloaded on May 13,2010 at 19:10:44 UTC from IEEE Xplore.  Restrictions apply. 


	Index: 
	CCC: 0-7803-5957-7/00/$10.00 © 2000 IEEE
	ccc: 0-7803-5957-7/00/$10.00 © 2000 IEEE
	cce: 0-7803-5957-7/00/$10.00 © 2000 IEEE
	index: 
	INDEX: 
	ind: 


