
A Low-Complexity Parallel System for Gracious, Scalable 
Performance. Case Study for Near PetaFLOPS Computing 

Sotirios G. Ziavras Haim Grebe1 
Department of Electrical and Computer Engineering 

New Jersey Institute of Technology, Newark, N J  07102 

Anthony Chronopoulos 
Department of Computer Science 

Wayne State University, Detroit, MI 48202 

Abstract 

This paper presents a upoint design” for an MIMD 
distributed shared-memory parallel computer capa- 
ble of achieving gracious 100 TeraFLOPS perfor- 
mance with technology that will definitely become fea-  
sible/viable in less than a decade. Its scalability guar- 
antees a lifetime extending well into the next cen- 
tury. Our design takes advantage of free-space opti- 
cal technologies, with simple guided-wave concepts, to 
produce a 1-D building block (BB) that implements 
eficiently a large, fully-connected system of proces- 
sors. Designing fully-connected, large systems of elec- 
tronic processors could be an immediate impact of op- 
tics on massively-parallel processing. A t - D  struc- 
ture is proposed for  the complete system, where the 
aforementioned 1-D BB is extended into two dimen- 
sions. This architecture behaves like a 2-D generalized 
hypercube, which is characterized by  outstanding per- 
formance and extremely high wiring complexity that 
prohibits its electronic implementation. With readily 
available technology, a mesh of clearplastic bars in our 
design facilitate bit-parallel transmissions that utilize 
wavelength-division multiplexing and follow dedicated 
optical paths. Each processor is mounted on a card. 
Each card contains eight processors interconnected lo- 
cally via an electronic crossbar. Taking advantage of 
higher-speed optical technologies, all eight processors 
share the same interface to the optical medium. En- 
couraging, preliminary results prove that our conser- 
vative design could have a tremendous, positive im- 
pact on massively-parallel computing in ihe near fu- 
ture. Another impressive property of our system is 
that its bisection bandwidth matches, within an order 
of magnitude, the performance of its computation en- 
gine. Our optical interconnection scheme is superior 

to other optical schemes because it is  scalable, feasible, 
viable, fast, power eficient, point-to-point, and does 
not have an adverse efect on the system’s size. We 
expect 2-D and 3-D implementations of our design to 
achieve gracious PetaFLOPS performance before the 
end of the next decade. 

1 Introduction 

The demand for ever greater performance by many 
computation problems has been the driving force for 
the development of computers with thousands of pro- 
cessors. Two important aspects are expected to domi- 
nate massively-parallel processing. High-level parallel 
languages that support a shared address space (for 
distributed shared-memory computers), and point-to- 
point interconnection networks for workstation-like 
nodes. 

Near PetaFLOPS performance and more is required 
by many applications, such as weather modeling, sim- 
ulation of physical phenomena, aerodynamics, simula- 
tion of neural networks, simulation of chips, structural 
analysis, real-time image processing and robotics, ar- 
tificial intelligence, seismology, animation, real-time 
processing of large databases, etc. Dongarra has 
pointed out that the world’s top ten technical com- 
puting sites have peak capacity of only about 850 
GFLOPS, with each site containing hundreds of com- 
puters. The goal of 1-TeraFLOPS parallel computer 
will be reached only later this year for the Sandia Labs, 
using the Intel P6 processor. 

The PetaFLOPS computing objective seems to be 

lThe work presented in this research is supported in part by 
NSF under a New Millennium Computing Point Design Grant, 
also sponsored by NASA and DARPA. 
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a distant dream primarily because of the, as cur- 
rently viewed, unsurmountable dificulty in develop- 
ing low-complexity, high-bisection bandwidth, and low- 
latency interconnection networks to connect thousands 
of processors (and remote memories). To quote Dally, 
“wires are a limiting factor because of power and delay 
as well as density” [22]. Several interconnection net- 
works have been proposed for the design of massively- 
parallel computers, including, among others, regular 
meshes and tori [2], enhanced meshes, fat trees, (di- 
rect binary) hypercubes [4], and hypercube variations 
[3, 6, 8, 91. The hypercube dominated the field in 
the 80’s and early 90’s because it provides low diam- 
eter and can emulate efficiently many topologies fre- 
quently employed in the development of algorithms [4, 
101. Nevertheless, these properties come at the cost of 
often prohibitively high VLSI (wiring) complexity due 
to a dramatic increase in the number of communica- 
tion channels with any increase in the number of PES 
(processing elements). Its high VLSI complexity is un- 
doubtedly its dominant drawback [13], and does not 
permit the construction of powerful, massively-parallel 
systems. The versatility of the hypercube in emulating 
efficiently other important topologies constitutes an 
incentive for the introduction of hypercube-like, elec- 
tronic interconnection networks of lower complexity 
that preserve to a large extent its topological proper- 
ties [8, 91. 

Current , feasible approaches to massively-parallel 
processing use bounded-degree networks, such as 
meshes or E-ary n-cubes, with low degree of connection 
(e.g., FLASH [11], Gray Research MPP, Intel Paragon, 
and Tera). However, low-degree networks result in 
large diameters and average internode distances, and 
small bisection bandwidth. Relevant approaches that 
employ reconfiguration (e.g., reconfigurable meshes) 
will not become feasible in the foreseeable future be- 
cause of the requirements for long clock cycles and 
precharged switches to facilitate the transmission of 
messages over long distances. 

The high VLSI complexity problem is very serious 
for generalized hypercubes that, contrary to nearest- 
neighbor k-ary n-cubes, implement fully-connected 
systems with k nodes in each dimension [l]. Figure 
1 shows the GH(2,7)  with 2 dimensions (i.e., n = 2 )  
and k = 7 .  The n-D GH(n, k) with k” nodes has di- 
ameter equal to only n. For n = 2 and k an euen 
number, the daameter of the generalized hypercube is 
2 and its bisection wadth is the immense k3/4. The 
increased VLSI cost of generalized hypercubes results 
in outstanding performance that permits optimal em- 
ulation of hypercubes and k-ary n-cubes, and effi- 
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Figure 1: The generalized hypercube GH(2,7).  

cient implementation of complex communication pat- 
terns. To reduce the number of its communication 
channels, the spanning bus hypercube uses a shared 
bus to implement a fully-connected system in each 
dimension [6]. Nevertheless, shared buses result in 
significant performance overhead imposed by the pro- 
tocol that determines ownership of the bus. Hyper- 
graph architectures implement all possible permuta- 
tions of their nodes in each dimension by employing 
crossbar switches [5]. Reconfigurable generalized hy- 
percubes interconnect all PES in each dimension dy- 
namically via a scalable mesh of very simple, low-cost 
programmable switches [14]. However, all these pro- 
posed reductions in complexity may not be sufficient 
for PetaFLOPS computing. To quote Patterson, “cur- 
rently the most expensive scheme is a crossbar switch, 
which provides an explicit path between every commu- 
nicating device. This becomes prohibitively expensive 
when connecting thousands of processors” [23]. 

To summarize, low-dimensional massively-parallel 
computers with full connectivity in each dimension, 
such as  generalized hypercubes, are very desirable be- 
cause of their outstanding topological properties (e.g., 
extremely small diameter and average internode dts- 
tance, and immense bisectaon bandwidth), but their 
electronic implementation is a Herculean task be- 
cause of packaging (and primarily wiring) constraints. 
Therefore, introducing pioneering technologies for the 
implementation of such systems could give life, for the 
first time, to scalable/feasible PetaFLOPS computing 
platforms. This is our main objective. We have cho- 
sen free-space optical technologies to satisfy this objec- 
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tive in the best possible way. There is another major 
drawback of pure electronic implementations of sys- 
tems with thousands of processors; processor speeds 
increase much faster than memory and interconnec- 
tion network speeds, and therefore there is an utmost 
need for the development of very advanced memory- 
latency hiding mechanisms, namely prefetching, cache 
coherence, multithreading, and relaxed memory con- 
sistency. However, mitigat ion of the memory-latency 
problem i s  possible if free-space optical technologies 
are used f o r  the implementat ion of large, almost fully- 
connected, point-to-point interconnection networks.  

Optical technologies have been enlisted before in 
parallel processing [5, 15, 161. However, past efforts 
have not been successful because of large power con- 
sumption (often due to redundant broadcasts), me- 
chanical components that do not match electronic 
speeds, inefficient reconfiguration schemes, unreliabil- 
ity, strict alignment requirements, large complexity 
that prohibits scalability, etc. Interconnections with 
wavelength selectivity for channel allocation have been 
under extensive study recently [15, 161. 

Other proven architectural features, in addition 
to the chosen interconnection network technologies, 
are required to make any proposed system viable. 
Distributed shared-memory systems already dominate 
the massively-parallel processing field [ll, 121, because 
the simultaneous incorporation of the message-passing 
and shared-memory communication paradigms intro- 
duces versatility [7]. In 2007, 16-way multithreaded 
microprocessors may be common. A system with 
thousands of processors may then be handling hun- 
dreds of thousands of threads simultaneously, thus 
making the problems of cache coherence, debug- 
ging, scheduling, and performance monitoring ex- 
tremely difficult to handle. Hardware/software code- 
sign will be needed to develop relevant solutions for 
PetaFLOPS systems. Also, good programming envi- 
ronments are crucial to the success of such large sys- 
tems, because of their complexity. An advanced pro- 
gramming environment should comprise an operating 
system, compilers for programming languages, appli- 
cation packages, and software tools for ease of pro- 
gram development, debugging, and performance mon- 
itoring. Performance visualization also is needed to 
identify bottlenecks in program execution. Finally, a 
parallel 1/0 capability and development of techniques 
to deal with resultant, non-sequential file systems are 
absolutely essential. 

Our paper is organized as follows. Section 2 con- 
tains the objectives and significance of our “point de- 
sign.” Section 3 contains a detailed description of 

our design for a system capable of 100 TeraFLOPS. 
Impressive performance characteristics of this system 
and a feasibility analysis are also included. Section 
4 contains performance results for some important 
computation- and/or communication-intensive prob- 
lems. Finally, conclusions are presented in Section 5. 

2 Objectives and Significance of this 
Project 

The main objective of our project is to develop 
and evaluate a “point design” for a scalable, paral- 
lel computer that could become feasible in less than a 
decade and will be capable of 100 TeraFLOPS per- 
formance. However, our pioneering approach can 
also lead quickly to the development of gracious 
PetaFLOPS computing platforms. This project com- 
prises the following major tasks: 

Design of a massively-parallel computer involving 
advanced, but at the same time readily available, 
electronic and optical technologies. Special atten- 
tion to architectural and technological scalability 
guarantees a lifetime extending well into the next 
century. 

Feasibility and cost analysis of the proposed de- 
sign. 

Outline of an associated programming environ- 
ment, including the development of efficient map- 
ping techniques for program creation in a man- 
ner highly independent of the underlying archi- 
tecture. 

Performance evaluation of the proposed system 
based on theory, benchmarks, and simulations 
that can test its communications structure. 

Simulation of significant applications which are 
characterized by heavy computation and commu- 
nication requirements. 

Further study of the system’s usability by illus- 
trating that it satisfies the performance require- 
ments of a wide range of diverse applications. 

Outline of an advanced 1/0 system. 

Our “point design” could prove indispensable to the 
parallel-processing community because of the follow- 
ing reasons: 
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Free-space optical technologies could have a sig- 
nificant influence on massively-parallel processing 
because of reduced packaging complexity that fa- 
cilitates the construction of powerful systems with 
increased connectivity. Ours is a meticulous effort 
towards formulating a relevant , attainable objec- 
tive and presenting a viable solution to fulfill this 
objective. 

e The success of our effort could persuade other sci- 
entists and engineers of the feasibility of optics- 
based PetaFLOPS designs, and could contribute 
drastically to the impetus required to drive the 
computer industry in this direction. The low com- 
plexity, scalable performance, and ease of manu- 
facturing attributes that characterize our system 
could undoubtedly become great incentives. 

a High performance often will be the result of 
integrating effectively the message-passing and 
shared-memory communication paradigms in all 
phases of program execution. Our effort will 
facilitate a better understanding of the in- 
tricacies and inter-relationships between these 
paradigms because the fully-connected network 
treats them rather equally, independently of lo- 
cation (in contrast, distributed shared-memory 
systems with electronic networks inherently favor 
message passing). 

e Finally, our success could provide much needed 
optimism to the parallel-processing community 
regarding the PetaFLOPS computing challenge. 

3 Case Study: 100 TeraFLOPS 

The performance objective in this phase of our 
project is 100 TeraFLOPS in 2007 (New Millen- 
nium Computing Point Design awards objective of 
NSF, NASA, and DARPA). Based on SIA projec- 
tions [19], commodity microprocessors will be capa- 
ble of 10 GFLOPS in 2007, and therefore we need at 
least 10,000 processors in the system. For a system of 
100 TeraFLOPS performance to be viable, its physi- 
cal volume must be reasonably small, and its commu- 
nications and 1/0 capabilities should match (within 
an order of magnitude) the speed of its computation 
engine. Free-space optical technologies eliminate the 
need for wires in the implementation of communica- 
tion channels and could realize fully-connected BBs 
with large numbers of processors and small physical 
volume. 

Our design takes advantage of free-space optical 
technologies to produce a 1-D fully-connected, scal- 
able building block (BB). Since the complete sys- 
tem is a 2-D configuration of 8-PE cards, we need 
a BB with 36 cards; then the total number of PES is 
(36)2 x 8 or 10,368 (for 103.68 TeraFLOPS peak per- 
formance). This BB is actually a fully-connected sys- 
tem of ,288 PES, because the eight PES on each card 
are fully-connected via an electronic crossbar network 
and the bandwidth of the optical interface is such that 
all eight PES on the card can be involved simultane- 
ously in inter-card data transfers without any perfor- 
mance degradation. All communication channels are 
bit-parallel. 

The communications capabilities of our complete 
system resemble those of the extremely powerful 2- 
D generalized hypercube, which is b y  far much bet- 
ter than any interconnection network that has ever 
been built for massively-parallel processing. Also, the 
incorporation of advanced cache schemes (e.g., co- 
herence) then becomes a viable task because of the 
system’s extremely small diameter (i.e., 2), immense 
bisection width, and high-speed network. Similar 
tasks will be of extraordinary difficulty for electronics- 
based PetaFLOPS-oriented designs. Our complete, 
distributed shared-memory design is coherent in terms 
of inter-PE data-transfer speeds and connectivity pat- 
terns throughout, thus supporting scalability and ease 
of mapping [23] application tasks to the system. 

Other designs are characterized by limited band- 
width and substantial latencies that result in unpre- 
dictable performance. In contrast, the very efficient, 
rather uniform interconnection of resources in our sys- 
tem makes performance prediction much more accu- 
rate. Also, we expect algorithms for our system to be 
developed rather easily, by assuming an MIMD, fully- 
connected target architecture. 

3.1 Building Block Implementation 

Guided, planar, optical interconnects offer a ro- 
bust system with built-in optical filtering at the ex- 
pense of system complexity [17]. On the other hand, 
free-space interconnections are relatively simple to im- 
plement. However, they are more prone to system 
vibrations and source/detector misalignment. Free- 
space systems possess an energy-bandwidth product 
which is larger than their electronic counterpart [18]. 
Yet, both systems may take advantage of wavelength- 
division multiplexing (WDM) to enhance their perfor- 
mance. Our objective here is to produce a low-cost, 
powerful, free-space, reliable, communications system 
of low packaging complexity that incorporates some 
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Figure 2: Block diagram for part of the building block. 

I I  

guided-wave concepts. 
Part of the BB is schematically shown in Figure 2. 

It is a 1-D stack of 8-PE cards, attached to an in- 
expensive, clear plastic bar that provides alignment. 
Each card carries the entire processing and memory 
power of eight processors fully interconnected via an 
electronic crossbar. This approach was chosen be- 
cause of the high efficiency of small electronic cross- 
bars. Each card is interfaced with optical transmit- 
ter/receiver modules and attached prismatic elements, 
and the destination address for a data transfer is de- 
coded to determine the prismatic element and associ- 
ated modules to be used for the appropriate path. 

In an optical cycle, 32 bits of data are sent in 
parallel from one card to another via a card-to-card, 
color-coded interconnect, using 32 distinct colors (i.e., 
WDM); these colors are the same for all the cards. 
Each inter-card channel is viewed as being 128 bits 
wide, and therefore 128-bit information is transmitted 
each time by utilizing four (i.e., 128/32) optical cycles. 
All eight PES on a card share the same lasers, so that 
a PE Pij on a given card, i, and with position j in 
the card, uses the same color set of 32 A,s, however 
with a different RF carrier frequency (i.e., time mul- 
tiplexing). Assuming 128-bit data transfers and that 
the communication frequency for each PE is 375 MHz 
(SIA projection), each laser source of color hue, A,, 
has to operate at 12  GHz (i.e., 8 x x 375 MHz), in 
order to facilitate simultaneous inter-card data trans- 
fers involving all eight PES. Such lasers already exist. 
The chosen prismatic element determines a specific 
optical path via the set of reflectors used between the 
transmitting and the receiving cards. Since any two 
cards communicate via dedicated prismatic elements, 
multi-access node communication is available. Com- 
mon colors from different cards are detected by differ- 
ent detector arrays at different locations on the card’s 
interface. Separation among the messages sent to a 

--& 64-bit data. or 128-bit 
data (DMA) 

optical - interface 

Figure 3: PE schematic diagram. 

16-way 
interleaved 

memory 

given card from other cards is made by separating the 
fields of view, and therefore activating different detec- 
tors on the receiving card. 

A special module attached to the card’s interface 
schedules data transmissions for the implementation 
of complex, frequently-used communication patterns, 
such as multicasting, broadcasting, gather, scatter, 
etc. In addition, a DMA controller is part of each 
PE in our detailed design, as shown in Figure 3; 
large numbers of DMA controllers are essential to sus- 
tained PetaFLOPS performance. We assume mem- 
ory modules with two ports that permit simultaneous 
load/store by the CPU and the communication copro- 
cessor. 

Our optical design employs a subcarrier-based mul- 
tiplexing/demultiplexing scheme. The receiver demul- 
tiplexes the information and sends it to the destined 
PE on the given card. The receiver may utilize a co- 
herent detection system to increase its sensitivity by 
employing a distributed optical clock. The clock fre- 
quency may be transmitted on a color different from 
the information or may be incorporated in the address 
field. 

A typical clear plastic has a transmission factor of 
0.25 dB/cm. A typical coherent detection system is 
able to detect -30 dB of optical signals, which is trans- 
lated to a maximum optical distance of 30/0.25= 120 
cm. This is larger than 90 cm, the approximately 
largest optical distance for 36 cards, assuming that 
the distance between adjacent cards on the same side 
of the bar is about 5 cm (1.97 inches) and the thickness 
of the plastic bar is equal to 2.5 cm. 

I (inter-card transfers) 
Communication coprocessor with 

3.2 Complete System 

Extension of the 1-D fully-connected BB of 288 PES 
into a 2-D configuration is now in order. In addition to 
interfacing a horizontal clear plastic bar (used for 1-D 
interconnects), each 8-PE card now also belongs to a 
similar 1-D structure in the second dimension by in- 
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Table I: Bandwidth of communication links, 
including all associated latencies. All CPU to/from 

memory values are for single data transfers. 

1 Type of Data Transfer I Bandwidth U 

RMSC: remote memory on the same card. 
RMAC: remote memory on another card. 

terfacing a vertical clear plastic bar. The clear plastic 
columns are patterned with small metallic reflectors 
and prismatic interfaces, as for the horizontal bars. All 
in all, the system may be viewed as a 2-D mesh of rows 
and columns of fully-connected PES, and therefore it 
is equivalent to a versatile 2-D generalized hypercube. 
This complete system contains (36)' = 1,296 8-PE 
cards and 10,368 processors. Our system is scalable in 
terms of both its architecture and the optics technol- 
ogy, and therefore further performance improvement 
is possible, if desired. 

A. Performance Characteristics 
Table I summarizes the performance characteristics 

of the BB and the bisection bandwidth of the complete 
system. It is easy to see the outstanding performance 
of the system's interconnection network. There can 
not be any realistic electronic implementation of an 
interconnection network that could match these char- 
act eris tics. 

We assume 10,368 processors of 10 GFLOPS and 
1 GHz each (SIA projections). Each 10-way mul- 
tithreaded processor operates on 64-bit integers and 
128-bit floating-point numbers. A message directed 
to another processor card contains 64bit data, and 
a 64-bit field with the source and destination PE ad- 
dresses and the address of a memory location in the 
distributed shared-memory system; some control in- 
formation also may be included in the latter field. 

An intelligent, very high-performance decoding sys- 
tem has been designed for directing the data from/to 
the communication coprocessor to/from the right set 
of LDs/detectors. This design is based heavily on 
associative-memory technology. Finally, the final 
product of our effort will definitely include hardware 
support, at numerous levels of the memory hierarchy, 
for performance monitoring and data reassignments, 
that can be taken advantage of by the compiler and 

the operating system. 

3.3 Feasibility Analysis 

Although the required number of 8-PE cards in the 
BB is 36, our analysis here is for 40 cards. The four 
additional cards in each BB could be used for other 
services (e.g., 1/0 and fault tolerance), or to increase 
the size of the proposed system to 12,800 processors 
for 128 TeraFLOPS peak performance. 

A. Optical Interface 
The optical interface is composed of prismatic ele- 

ments, and two dedicated arrays of laser diodes (LDs) 
and detectors arranged underneath each element. The 
element is acting like a collimatinglens that directs the 
light out of 32 lasers to the detector array on the des- 
tination card through the appropriate reflectors. The 
same optical element focuses the incoming light from 
the sender onto the dedicated detector array. Each 
detector in the 32-element array is equipped with a 
color filter that allows only a particular color hue to 
pass through. In this way, we separate further the 
32 bits from one another. With current technology, 
each LD or detector could occupy a square area of 0.5 
mm x 0.5 mm (including its electrodes), and the en- 
tire area occupied by the 32 LD/detector pair array 
will be 1 mm x16 mm. Since the interface extends 
throughout the width of the card (about 20 cm), we 
may divide the 39 LD/detector pair arrays into ten 
groups. Therefore, the width of the optical interface, 
as viewed from above, will be about 4 mm. 

B. Light Sources and Detectors 
The light sources will be LDs made of GaAs at 

wavelengths between 0.8 and 0.9 pm. The GaAs tech- 
nology is a mature technology which is able to produce 
high-speed lasers at a reasonable cost. The detectors 
will make use of silicon technology. Each detector is 
equipped with a thin layer which serves as an opti- 
cal filter. The filter for an array of detectors is easily 
made in an incremental manner. Chromatic disper- 
sion is negligible at these distances (only 10-l' sec for 
1 meter of propagation). 

C. Optical/Electrical Power Consumption 
Our analysis here is very conservative, even for cur- 

rent optical technologies. Each LD puts out an aver- 
age of 250 pW of optical power. This power is smaller 
or larger for short or long data transmissions, respec- 
tively. Each card transmits information to each of the 
39 other cards via 32 dedicated LDs, and radiates, on 
the average, 3 9 x 3 2 ~  250 p W =  312 mW of optical 
power. The electrical-to-optical power conversion ra- 
tio is normally 30%, thus the RMS (root-mean-square) 
value of the electrical power consumption for each card 
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Table 11: Performance results. 

Alg. I: SAXPY loop. Alg. 11: large-stride vector 
fetch and store. Alg. 111: irregular gather/scatter. 
Alg. IV: Jacobi 1. Alg. V: Jacobi 2. 

0 

1 

I 
0.08 0.1 0.12 0.14 0.18 0.18 

AnPUlN lit(dep) 

Figure 4: The bit-error rate (logloBER) as a function 
of the angular tilt (AT), for the most distant data 
transfers. 

is about 1 W. Expected improvements in optoelec- 
tronic devices will further enhance these numbers. 

D. Bit-Error Rate (BER) 
We have simulated the optical system within the 

BB. We present here BER results for the longest trans- 
mission, namely 1 meter. With a 12GHz LD of 0.5 
mW power for this largest distance, the angular tilt 
(AT) allowed before crosstalk occurs is 0.1'. Figure 
4 shows the BER as a function of AT. For AT=O.l', 
the BER is much better than what is required (e.g., 
10 - 5). 

4 Performance Evaluation 

Our general-purpose MIMD system targets the ma- 
jority of the computation-intensive applications. Fur- 
ther usability analysis was carried out by investigat- 
ing the efficiency of emulating topologies widely used 
for the development of algorithms. The results are 
impressive, as expected and shown to some extent 
for generalized hypercubes in [21]. Wide usability is 
further substantiated through additional performance 
evaluation. 

Theoretical analysis and simulations are used for 
a highly accurate performance evaluation of the pro- 
posed system. For a system to potentially have a niche 
in the massively-parallel processing field, it must pro- 
vide direct support for some very frequently used com- 
munication operations that are very costly to imple- 
ment by repeating some of the basic communication 
primitives. Such operations are: multicasting, broad- 
casting, reduction using associative operators, prefix 
computations, and barrier synchronization. Other less 
frequent operations are one-to-all personalized and its 

dual single-node gather communications, and total ex- 
change. Our results show that these communications 
can be carried out consistently and efficiently through- 
out the entire system. 

A. Algorithms 

The efficient mapping of application algorithms 
onto the proposed system is vital to its success. This 
task benefits tremendously from the versatility of our 
system's communications structure. For highly accu- 
rate evaluation of the system, its performance will 
be estimated for the kernels of the following set of 
computation-intensive applications: weather forecast- 
ing, image benchmark, multivariable spline-blending 
approximation, grid interpolation, and traffic-flow 
simulation of freeway networks. 

In addition, the implementation of the kernels for 
some important algorithms that were assigned during 
the PetaFLOPS Architecture Workshop (April 1996) 
was investigated. The expected execution times are 
shown in Table 11. The total number of element as- 
signments for each of the first three algorithms is lo8.  
Alg. I has a sequential loop c ( i )  = .rr * ~ ( i )  + b(i). Alg. 
I1 has b(121 * i) = ~(131313  * i). Alg. 111 has two 
loops: n ( i )  = mod(13131313 * i, n )  and b(n(i))  = ~ ( i ) .  
The Jacobi kernels in Algs. IV and V have five nested 
loops. The outermost three loops count from 1 to 
1000 and the innermost two loops count from 1 to 5 
in Alg. IV. The corresponding loop counts for Alg. V 
are 100 (outermost three loops) and 150 (innermost 
two loops). The Jacobi kernels were restructured to 
allow for parallel operations within the diagonals of a 
2-D matrix. Algs. IV and V then use 5,000 and 10,000 
PES, respectively. These results further prove the suit- 
ability of our case-study system for near PetaFLOPS 
computing. 
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5 Conclusions 

We have proven in this paper the suitability of 
our “point design” for near PetaFLOPS, and more, 
computing. The complete system is characterized by 
immense bisection bandwidth and other outstanding 
topological properties. Not only can our proposed sys- 
tem graciously achieve its performance objective, but 
also its dramatically low interconnect complexity ren- 
ders it viable. Such a dramatic reduction in the system 
interconnect complexity is not possible with any other 
existing or expected technology. Preliminary perfor- 
mance results were also employed to support our claim 
of outstanding performance. 
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