A Cell Burst Scheduling for ATM Networking Part I: Theory

C. Tang, A. T. Chronopoulos, Senior Member, IEEE E. Yaprak, Member, IEEE

Computer Science Department Engineering Technology Division
Wayne State University Wayne State University
email:ctang, chronos@cs.wayne.edu yaprak@etl.eng.wayne.edu
Abstract due to buffer limitation and service regulation. As long as

a packet arrives at the switch and gets buffered, it becomes

Fair queueing is a useful queueing discipline for packet eligible for scheduling. The scheduler should offer the ser-
switching systems. It was developed in last decade and wawice to the packet.
aimed at the general packet switching systems with varyingOrdering Property: All eligible packets will be scheduled
packet length. However, it is not suitable for use in the ATM in a proper order, for any sound scheduling algorithm. The
networking, because the ATM cell length is very small and order is well-defined based on the traffic models of the ses-
fixed, and so the scheduling scheme on a per cell basis isn'sions.
practical. Here we introduce the burst and quality unit con- Safety Property: A packet will be scheduled based on
cepts in the scheduling algorithm and we make some signif-the information the switch has so far. Although this infor-
icant modification on the fair queueing and adapt it to ATM mation can’t contain any future arrival information to the
networking to meet QoS requirements. Under \Werk- switch, the decision made to schedule one packet is based
Conservingassumption, we show that the burst based non- on the scheduling scheme given.
preemptive and preemptive algorithms provide throughput QoS guarantee: an ATM network main advantage over
and fairness guarantees. other networks is the quality of networking characteristics.
Key Words : Fair Queueing, Cell Burst, Quality of It can support different kinds of QoS. From the scheduling
Service (QoS), non-preemptive, preemptive, schedul-algorithm point of view, the delay, throughput and fairness
ing. are the major concerns here.

1.2 The General Model

1 Introduction : N
To focus our research topic, we simplify the model of

the system as follows:  An ATM switch services a lot of
sessions, some of which may come from local applications.
From the scheduler point of view, it is necessary to treat
these sessions and the local sessions in the same manner.
. : Thus regardless of their origin, the sessions are all termed
for packet switched networking, e.g. [1], [2], [3], [4], [5], . . . ' . .

b 9. e.g- [1l. [2] (31 [41, B3] incoming sessions to the scheduler. Figure 1 shows this

6], [7]. . . . :
[ ]I-Ee]re we present the Burst-Based Weighted Fair Queue_S|mpI|f|ed model. We will design the algorithms based on

ing (BBWFQ) for ATM cell scheduling and we investigate this model.
related QoS’s guarantees under this algorithm. We study
the algorithm performance through simulation in Part Il.

In this section, we give a preliminary description of
a packet scheduling algorithm, its requirements, the gen-
eral model, the terminology and notation used in the algo-
rithm. There are several scheduling algorithms proposed

|Inc0ming session No.1

|Inc0ming session No.2 }:|
1.1 Basic Requirements |Inc0ming <esSor NG 3 |— Outgoing Link

We next state the basic requirements for a packet :
scheduling algorithm: |Incoming session No.n | Scheduler I
Liveness Property: Any packet will be scheduled even-

tually. In a switch node, some packets may be discardedFigure 1: The algorithm based model
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We make some assumptions for our model: the burst size and burst arrival/turnaround/waiting times in
i) All sessions are independent. ii) There is a single sched-Table 1-4:
uler for each output link in every switch. iii) Inside each SN. 112|3|4|5|6]| 7|38
session, we enforce a FIFO queue. iv) The throughputoff BN.1| 0 | 3 | 0 | 2 | 10| 20| 30 | 40
the system bus and I/O bus is greater than the output link{ BN.2 | 10| 20| 10| 8 | 30| 30 | 60 | 50
So it's possible there are some cells from different sessiong BN.3 | 15| 30 | 18 | 12| 40 | 50 | 90 | 60
arriving simultaneously, i.e. in same cell slot. v) Our model Table 1: The burst arrival time

uses output queueing. SN. |1 2 [3|4| 5|6 | 7] 8
BN.1|3|10|5|3|10| 5|20 10
1.3 Terms and Notations BN.2| 2| 8 |5[2| 8 |20]|20] 10
BN.3|3| 8|5|2| 8|20|20] 10
QoS Measurement Unit: The data unit whose QoS Table 2: The burst size
is interesting to the end-user. For example, an I-framein| SN. | 1 | 2 | 3 | 4 | 5 6 7 8
MPEG or one HTTP packet in Internet. BN.1| 3 | 35| 11| 6 | 45 | 55 | 101 | 65

Cell Burst: A group of cells which come fromone QoS | BN.2 | 13| 73 | 25| 15| 81 | 147 | 177 | 119
measurement unit. These cells usually will cause a cell| BN.3 | 18 | 109 | 50 | 20 | 127 | 197 | 217 | 157
burst arrival in the incoming queues corresponding to this Table 3: The burst turnaround time(BTT)

session. We sometimes calBurst for simplicity. SN. |1 2|3 (4|5 6 7 8
Burst Scheduling Eligible Time: The time that the burst BN.1|{0[|22| 6 [1]25] 30 | 61 | 15
arrives at the switch and gets buffered. BN.2 | 1|45]|10|5|43| 97 | 97 | 59
Burst Turnaround Time: The time the burst finished its BN.3|ol 7112716179 1271 1071 87
service in the switching unit, denoted by BTT. Table 4: The burst waiting time(BWT)

Burst Waiting Time: The burst turnaround time minus the \where, SN stands for Session Number and BN stands for
scheduling eligible time of the burst and the total service Burst NUmber.

time of the burst, denoted by BWT. In this example, all the sessions have the same band-
System Busy Period:The time interval in which there is  \yigth portion. Notice that, in this example, the waiting
at least one active session, i.e. All cells are backlogged in &jme from session 1 and session 4 is relative shorter than
system period are served before the end of the system busyhe others, because these two sessions have smaller burst
period. _ . . _ _ size and larger interarrival interval. So, the interarrival time
Session Busy Period: The time interval in which this  gistribution is also important for shorter delay besides the
session is continuously backlogged, i.e. Al cells are pangwidth portion. Here, BTT is more meaningful for the
backlogged in a session busy period are served beforeyppjication in terms of delay and delay jitter (in video appli-
the end of the session busy period. Note that a systeMations). Usually, a system busy period starts at the begin-
busy period may consist of several session busy periods otying of one session busy period. For example, if the source
different sessions. o is a MPEG-2 codec, and there is an I-frame generated and
Work-Conserving Scheme:A scheme in which the server  gent gut, that's the source generates a burst, all the interme-
isn't idle whenever there is cell backlogged in the server.  yiate nodes along the path will have a busy period.

For this example, we can see that the longer the BTT in
. . . R each node, the longer the end-to-end delay the burst will ex-
_(i,j): The j-th burst in session i.c(i,j): The burst perience. The delay jitter will also change. It doesn’t make
size of (i) in terms of cells.a(i, j): The arrival time of ;0 sense to lower the delay of individual cell and the in-
(ip). f(i,j): The finish-time of (i,j) under GPSf (i, j): tercell jitter. Also, in packet switching systems other than
The finish-time of (i,j) under BBWFQF'(i,j): The vir-  ATM, like Frame Relay or SMDS, because of the packet
tual finish-time of (i,j) under BBWFQS(i, j): The virtual  size being much larger, it will be important to make the QoS
start-time of (i,j) under BBWFQNS(t1,12): The number  guarantee on the packet level. This is the main difference
of served cells during time intervad,, z,) in GPS server.  petween packet switching system and cell switching system
NS(t1,t2): The number of served cells during time interval in terms of the QoS analysis. It is also the reason we need
(t1,t2) iIn BBWFQ serverz,: One cell slot, a constant that to treat them differently. In order to control the delay and
depends on the link capacity and processor of the switch. delay jitter, we need to control the BTT, there are several
Note that the BTT of (i,j) under GPS is 1(i,j), and BTT factors which affect the time. (i) The backlogged sessions
of (i,j) under BBWFQ isf(i,j). at the beginning of scheduling cycle. (ii) The burst size
We use an example to further illustrate some of theseand the total backlogged cells in this session queue. (iii)
notations and terms. The example is described by giving The bandwidth ratio available to the session if fair queue is

We will use following notation to explain our algorithm:
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used. time, ST= virtual start time, FT= virtual finish time and
ST = scheduled time of the burst. In Table 5, we show
2 Burst Based Weighted Fair Queueing the non-preemptive scheme scheduling results for a system

with three sessions.
session-1f) | session-2f) | session-3f)

In _th|s section, we WI||.glve two BBWFQ cell scheduling AT 1181170191200 6110015
algorithms (nonpreemptive and preemptive). we then prov: BsST 7 5 415 215 2412
a discrepancy bound to the PS server and we also prove
the delay and fairness guarantees. The simulation results ST|2130]50] 0)20]36] 9 17) 33
will further demonstrate the advantages over the non-burs FT130/50)66]20)36]|56|17)33) 49

version which will appear in the next sections. ST |12]33] 42 i > |24)38|16]20] 28
Table 5:The preemptive scheme example
2.1 The Algorithms The slessions portions of the total bandwidth e, (i)
and (5) respectively. We notice that the first burst in the
Let's first give the description of the algorithm. Lit?) third session is finished at time slot 16 instead of at time slot

be a virtual time function [5]. Let i, k be the session-index 9, because itisn't eligible to schedule at time 5 even though
and burst-number respectively, at{d, k) be the burst size it has a smaller virtual finish-time in the this example. But
) ) .

The algorithm steps are as follows: for the preemptive scheme, the first _burst from session-_l is

Starting system busy peritat physical timet ;;,;): echedu_led_at time slot 5, and efter it has one slot_ service,

S(i,0) = F(i,0) = 0; for arbitrary session index | its service is preempteq by Fhe first burst from session-3 be-

and V(tstart) = 0; cause its virtual finish-time is less than the currently served
Burst arrival:1) Burst-start: burst. . . .

It's obvious that the preemptive scheme is a better ap-

c(i, k) =0,5(i, k) = max{F(i,k — 1),V (a(i, k))}. proximation to GPS and it has better QoS properties than

the non preemptive, but it is hard to give a strict mathemati-

2) Cell arrival: c(i,k) = c(i,k) + 1. 3) End of a burst 5| yro0f as pointed outin [5]. So, simulation is a good way

F(i,k) = S(i, k) + c(i, k) * ¢, wherer is the cell slot to demonstrate this.

andg; is the bandwidth portion available for session i. We next give several results about the discrepancy bound
Burst departure(Non preemptivé)he scheduler serves the  peqyeen the algorithm and PS algorithm. Here, we assume
bursts in sessions according to the ascending order of thgy,q algorithm is provided with the burst boundary before

F'(i, k) which are backlogged in the server so far. it starts. The following two lemmas and two theorems are
Burst departure(Preemptive)The scheduler chooses the sefy| for these results. We don't give proofs here. Similar

burst with smallest”(i, k) among the backlogged sessions qq,ts are proved for PGPS in [5] and their extentions to
in the server. In case a burst with smaller virtual finish-time BBWFQ are easy.

arrives, then the scheduler will preempt the currently served . . i
burst at the closest boundary of a cell and start to scheduld-8mma 1 Assume that the scheduling algorithm is work-
this burst.  The following figure gives a direct explana- conserving, then scheduling orders of different busy periods

tion to the preemptive scheme. are unrelatedJ
By using this lemma, we only need to consider the be-
[F(i2, k2) and preemption of Burst (il, k1)] F(iL K1) havior of one system busy period in order to study the
| VoAl frshime Tne — scheduling of the system. We consider the burst GPS which
a(iL, k1) [a(i2, k2) and Burst (i, k1) in service] is similar to the GPS defined in [5]. The only difference is

! I BN that the server starts to serve one burst once it arrived in-
L physical time fine stead of serving a single cell which arrived as in non-burst
Figure 2: lllustration of preemption scheme GPS. Furthermore, we assume that the burst boundary is

) ) known to the server. In order to give the main result, we
Note that in the preemptive scheme for burst depar-nee( the following lemma as follows:

ture, starvation won’t happen because the virtual finish- h q h b
ing time of a burst is a kind of dynamic priority. For, L-€Mma2 Assume that under GPS, there are two bursts

the preempted burst will definitely be scheduled at time (1,J1), (2, j2) attimer, and also assume théi , j. ) fin-

tewrrent + C(i, k) % 70/ ¢;, where the bursti, k) is the ishes before{z’g,.ﬁ) vyhen there_is_ no arrival after_tim_e.
preempted burst from session i. This also implies that the Then burst(i,, j,) will always finish before burstiz, j2)
session’s throughput is guaranteed. Following is an exam_regardless of arrival patterns after time O

ple toillustrate the difference between preemptive and non-  The following two theorems state how good the approxi-
preemptive algorithms. Let AE arrival time, BS= burst mation is. Notice that the theorems hold for non-preemptive
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scheme. As for the preemptive scheme, there are reasonBecause BBWFQ is work-conserving. So by( 2) and ( 3),
the approximation is better, we will present results later. £ (i,j) > f(i,5) — ¢(i, })To.
Thereforef(i,j) — f(i,7) < 10 * maz,pc(p, k).
That is the inequality( 1)d

Note that, in a finish-time fair queueing, the two cases may
f(m') — fi,7) < 1o % (I(na}){c(p’ k)). (1) occur: 1. the finish-time under GPS is greater than the

p.k finish- time under BBWFQ and 2. the finish-time under

Proof: We consider a fixed burét, j). We prove the result ~ GPS is less than the finish time under BBWFQ. In case 1.,
for it. Since this burst is chosen arbitrarily, this suffices to the right-hand side of inequality in 1. is negative, which

prove the theorem. By Lemma 1, we only need to prove Me€ans that BBWFQ scheduled burst will finish earlier than
the inequality holds for one system busy period. Without GPS f|_n|sh—t|me. So this Fheorem tells us that either the
loss of generality, assume the start-time of the busy periodfinish-time under BBWFQ is earlier than GPS (case 1.) or
is zero. Because the BBWFQ and GPS are both work- the finish-time under BBWFQ is later than GPS finish-time

conserving disciplines, the system busy periods of thesePut thglrglﬁerence is uniformly bounded(case 2.).

two are identical. So the start-time of system busy period Notation: Cipaz = max(y, ) ¢(p; k)-

under GPS is also zero.

Theorem 1 If the scheduling scheme is nonpreemptive,
then for all burstg(i, j),

Theorem 2 If the scheduling scheme is nonpreemptive, for

Define a partial order(i,j) < (i,5) iff a(i,j) < any timer, and session i, we have
a(i, j), .
wherea(.,.) is the arrival time of burs., .). For burst NS;(0,7) — NS;(0,7) < Crazs

(i,7), there are two cases: —
where N S;(r,t) and NS;(r,t) are the number of cells of

1. All'bursts(p, k) which satisfy(p, k) < (i, j) leave the  gessjon i served under GPS and BBWFQ, in the interval
GPS server before burt, j) does, then 7, t], respectivelyr

£G,5) > f(i,j) The proof of Theorem 2 is similar to an analogous theo-
rem proved in [5]. From the previous theorem, we get the

where equation holds when only session i is continu- following throughput guarantee of BBWFQ:

ously backlogged during(4, ), (3, j)].
Corollary 1 If the scheduling scheme is nonpreemptive, in

2. There exists burgp, k), such thalp, k) < (i,j) and e BBWFQ server, the session i can have a throughput

Fp. k) > f(i,])- guarantee as:
Therefore the se®(i,5) = {(p,k)|(p,k) < (i,j) and . ¢
f(p,k)>f(l,])}?é¢) NSi(Oat)ZQsi*T__Cmaz;
The set Q is finite because the total number of bursts ar- ] ) 0 o )
rived beforeu(i, j) is finite. So, there exists a burgt j) € where the¢; is the bandwidth portion in a normalized
Q(i, §), such that bandwidth allocation scheme.

(1,9) > (p, k) Proof: Notice thatV5;(0,t) > ¢; * £ as a minimum ser-
for any burst(p, k) € Q. vice guarantee by the definition of GPS [5]. The Corollary
Burst (i, j) begins transmission &, j) — ¢(, j)r under  follows by applying Theorem 21 . _
BBWFQ. And by Lemma 2, Note that the throughput guarantee is the most impor-

o o tant requirement for multimedia applications. Without this
__ min  {a(p,k)} > f(i,7) — ¢4, J)70. guarantee, e.g. the smooth playback of the video/audio clip
L)<k (59) is hard to obtain.
This means that all the bursts {iip, k)|(i, ) < (p,k) < The following theorem is quite straightforward, and it

(i,7)} arrive afterf(i j) — ¢(i,j)m (under GPS) and demonstrates the advantage of the preemptive scheme over
i ' 4 the non-preemptive scheme. But the bound isn't as tight as

depart before burgt, j) departs(under GPS). So we have
our next result.

£ 5) = f(,5) =i, j)x o+ > {elp, K)o}, Theorem 3 If the scheduling scheme is preemptive, then

(1,7)<(p,k) <(i,9) 2 for all bursts(i, j), we have
and F(0.3) = £(i,5) < Cimas * 70,
f@,5) + Z {clp, K)o} = f(i,§). () Furthermore, the burst service order is same in both GPS
(1) <(pk)<(0.d) and BBWFQ.
4
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Proof: We first show that an equivalent non-preemptive pri- 2. a(n,i) > a(m,j): No preemption occurs between
ority queue system can be constructed for the preemptive (n,i) and (m,j) at any time. Thus burdin, ;) al-
queue system by splitting preempted bursts into two parts ways gets service before bu(st i) does, because our

with first part being scheduled and second part being pre- assumptiorygps(n,j) > faps(m,j).
empted. Therefore burstm, j) finishes beforén,) does un-
Throughout this proof, we denote, for the n-th preemp- der GPS.

tion, the burst in service &3, j,), and the corresponding
new arrival burst which has smaller virtual finishing time
than burs(i,,, j.) as(in, jn), (i-€. F(in, jn) < F(in,jn))-

We also denote by(i,,j,) the service-starting time of
burst(i,, j,). Forn = 1, the first preemption in the queue
system, we prove there is no preemption after the splitting.
It is easy to see (under our assumption) that the following
inequalities hold:

So, feswrq(n,i) > feewrq(m,j). O

From this theorem, we know not only the discrepancy is
bounded between GPS and BBWFQ under the maximum
length of the bursts in the server but also the serving order
is preserved. Obviously, the approximation is much better
than non-preemptive case.

The next theorem gives another discrepancy bound for
the preemptive scheme.

t(in, 1) <alis, 1) < f(i, ), Theorem 4 Assume the scheduling scheme is preemptive

under our assumption. When the preemption occurs, we@nd assume burst A from session i arrives at tirfi¢) with
split burst (i1, 1) into two parts (i1, %), (i1,4?) with sizec(A). If Afinishes affqps(A) under GPS, and at time

lengths equal t¢ ’fl);t(“’jl) « B cells and the remaining feBWrQ(A) under BBWFQ, then

cells of the burs(i,, jlo), respectively. This new priority c(A)
queue system will have no preemption upon and inclusive fars(A) = fewrqQ(4) < ( o A) x 1o,
a(i, J1)-

Assume before the k-th preemption, there is no preemp-WhereA is the summation of lengths of bursts, which arrive
tion after our rearrangement of bursts. There are two casesafter the arrival of A and depart before the departure of
A under GPS (i.e. all the bursts which preempt A under

1. Attimesa(i, jx) anda(ix41, je+1), the burstin ser-  BBWFQ) andy; is the bandwidth portion for session i.
vice originated from the same buist, ji). i . .
Proof: Since BBWFQ is work-conserving and the scheme

2. The bursts in service at times(it,jx) and is preemptive,
a(tg+1,jk+1) are from different bursts.
o : feBwrqQ(A) 2 a(A) + (A + ¢(A))7o, (4)
For case 1., the burstix,ji) will turn into three

smaller bursts with lengths: alle,Ji —t(in,dr)) o B, Let SetP ={p i =1, s M, Wlth bandwidth
Wit et —t (i d?) e proportion ¢;} be the burst set Wh|c_h arrives before ar-

: o * B, and the remaining cells, respec- riya| of burst A and departs after arrival of A, and let set
tively. For case 2._, using the same treatment as in the basey _ g+ i = 1,---,n, with bandwidth proportiorqi?,v}

step of the induction, we can change the preempted burstye the burst set which arrive after the arrival of A and de-
occured between(iy, jx) anda(ixy1,Jk+1) 10 NON Pre-  parts after departure of A. Notice that the intersection of
empted bursts. So, after tle+ 1) — th preemption, there  p anq Q is empty and the bursts in set P are preempted

is still an equivalent non-preemption priority queue. We st and the bursts in set Q can't preempt burst A. Since
proved the claim by induction. By applying to Theorem 2, [L % i ] is the rate for burst A during time interval
we finished the first part of the theorem. T Gt T 05

Assume two burst$n, i), (m,j) and feps(n,j) >  lala1),a(A)], and by the definition of GPS,
faps(m,j), we have two cases to consider: 1
c(A) = NSi(a(A), fapsa) = — * |

%
1. a(n,i) < a(m,j): If (n,i) is scheduled in To

[a(n, i), a(m, j)]. After its arrival, (m, j) will pre- m:%(a(‘h) —a(A)) +

empt the(n, i) because the finish-time dfn, j) un- feg=

der GPS is earlier than that @i, j). If the scheduling m%(a(qg) —a(q)) +

decision is made after arrival ¢fn, j), the scheduler =17

will choose(m, j). Here we assume the scheduler will

give preference to the burst which hasn't received ser- b

vice for the longest period of time if a tie exists. Note PN S IS S (a(dn) = a(gn-1)) +

that a tie may occur even if there is no tie in the non- . b .

preemptive server. ity it 0 (faps(A) —a(q))].  (5)

5
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By (5), we have Definition 1 Let N'S;(t1,t2) be the number of served cells
during interval[t,, t2] when session i is continuously back-

1
faps(4) < alq,) + (e(4) — f * ) (6) loggedunder a scheduling algorithm, we define the fairness
T = n L . ) . )
ETRIPIES S S index of the server as:

o . . NSi(tl,tg) _ NSj(tl,tz)
Git) T ity b ri(ta —t1)  ri(ta —t1)

(algr) — algr-1)))- where i, j are arbitrary sessions, which are continuously
backlogged ity , t2]}

where® = Y7 (

a = max{

b

in the discussion above, we assugge= A. Since
$itD i 9itd i b Note that for a very specific case, if there is no overlap on
Yk = * (algr) — algr—1)) L , , :
Sity T Sty b backlogged periods, it's meaningless to consider fairness.
In the case, only one session is active during a system busy

S D) — algi_1)) > alg,) — a(A). 7 period.
- Z(a(qk) algi-1)) 2 algn) — a(4) @ This definition is algorithm based not session based.

= Therefore the fairness guarantee is also algorithm based.
we have: The following proposition actually shows that this defini-
) mo g L tion is well-defined.
fops(A) < ror( Ut L= Ot 2n Oy ), §
Pi ®) Proposition 1 For the GPS serve=0.
By (4) and ( 8), we have: Proof: For any two sessionsi, jand lgt, ¢.] be their com-
¢(A) mon interval where they both are backlogged. By the def-
faps — fBBwrg < ( A X T inition of a GPS server, for any backlogged session i, the
Pi inequality
becausep; + >, ¢; + Z;‘:l ¢; <1 ,if we use a nor- NSi(r,1) ‘151
malized bandwidth portions. However if we don't use the NSy(r,t) ~ sbk
normalized bandwidth portion, we need replace ¢dhdy holdsfork =1.2.---.N.
the bandwidth percentage available to the session i. Since sess;or;s i,7j are backlogged[in, ¢,],we have

Note that we give another bound under the preemptive NS; (t1,t2)
scheme for case 1. as we mentioned in the comments aftef¥ 5i (f1,t2) =

NS;(t1,t NS;(t1,t H .
Theorem 1. This means that if BBWFQ scheduled burst SO éll 2) ( L2) This means:
finishes earlier than GPS finish-time, the difference of the | ~S: (tutz) NS; étlvtz) =0.S0,0 =0.0
two finish-times is bounded. From the theorem above, we T followmg theorem gives the fairess guarantee un-

find that all the bursts which contribute to theterm have

a shorter burst size than the burst A, the total size is hard
to compare with the size of burst A. But by Theorem 2, Theorem 5 For the BBWFQ server and both schemes: pre-
we know the service order is kept between BBWFQ and emptive and non-preemptive, the following fairness guaran-
GPS under preemptive scheme. So the summation lengthee holds,

A is bounded at least by the maximum size of bursts in this 1 1

session. a< — % — )
o min jen{max(rs,r;)}

der BBWFQ.

2.2 Fairness Property where N is the set of sessions in the server,ansithe rate

. . L . __available to the session i.
It is easy to see that in GPS, a burst obtains its service

immediately after its arrival, and the service rate dependsProof: By the definition of the fairness index, for arbitrary
on the currently backlogged sessions and on its own avail-two sessions i, j which are continuously backlogged in in-
able bandwidth portiory;. This queueing scheme never tervallt,, t»]. There are four cases:

overuses/underuses its service. Therefore, GPS is the absd#) Only session i receives servicein, t.].

lutely fair queueing. As a approximation of GPS, BBWFQ (ii) Only session j receives service(if, t-].

can’'t guarantee the same level of fairness as GPS, becaus@i) Neither session i nor session j receives service in
BBWFQ never take into account the future arrival of bursts. [t1, t5].

However, BBWFQ can still provide the guaranteed fairness (iv) Both session i, j receive service in interleaved order in
under our fairness definition. interval[ty, t2].
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In case 1, [3]

NS;(t1,t2) B NS;(t1,t2) _ NSi(t1,t2) _ 1
T,‘(tz — tl) 7"]' (tg — tl) ’I“i(tz — tl) TOT; ’
In case 2, [4]
‘NSi(tl,tg) _NS(t,ta) | | NS;(tte) | 1
’I"i(tz — tl) 7“]' (tz — tl) 7“]' (tz — tl) To’l"j
(5]
NSi(ti,ta)  NS;(tata)| _
In case 3 ri(tl—lt;) — Tj(tz_ltf) =0.
In case 4,
NSi(tl,tg) _ NSj(tl,tz) S l *min(i, i) ,
’I"i(tg — tl) ’I"j (tz — tl) T0 i ’I"j [6]
because, for k=i or j,
NSk(ti,t2)| _ 1 1 [7]
rE(ta —t1) | — T To

Therefore, we proved our claiml
An analogous but less general result has been presented for
packet switching in [8].

3 Conclusion

The scheduling discipline plays a critical role for QoS.
We demonstrated that BBWFQ is superior to the cell PGPS.
It can offer a better fairness and lower delay for delay sensi-
tive applications. Since ATM switch uses a small fixed-size
cell as a switching unit, it expedites the cell switching pro-
cess and lowers the switching delay and it is also easier for
the communication synchronization. Then, we have to use
a more complex queuing discipline than the FIFO and so
the processing overhead is no longer negligible. Our al-
gorithms use the burst unit to reduce the processing time
for each session, thus the overall performance is better than
other scheduling algorithms.
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