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Abstract. System area networks (SANs) need to support low-fanout mul-
ticasts efficiently in addition to broadcasts and unicasts. A critical compo-
nent in SANs is the switch, which is commonly designed around cross-
bars. We present new switch designs using a combination of low-cost
multistage switching fabrics and input and output buffering with hard-
ware based packet scheduling mechanism. Using detailed simulations,
we show that the proposed designs can scale to 512-ports and outperform
crossbar based designs in a 4-switch SAN.

1 Introduction

System area networks (SANs), designed using high-speed switches with direct
links, are used to interconnect and provide high-throughput, low-latency com-
munication among workstations. Similar switched networks are also used for
high-speed local area networks (LANs) and storage area networks (SANs)to ac-
commodate a variety of needs ranging from parallel computing, storage area
networking, to video conferencing. These applications often use low-fanout
multicast messages in addition to unicasts and broadcasts. It is important that
future switches be designed to handle these diverse communication needs.

A multicast on a switched network is facilitated by replicating a multicast
packet at appropriate switches as the packet progresses from its source to des-
tinations. A multicast packet arriving at the input port of a switch may require
more than one output port of that switch. Since multicast packets from differ-
ent inputs may have one or more common outputs, the conflicts for the output
ports of a switch increase. Often, a packet could be sent to some but not all out-
put ports it needs to reach, owing to the output conflicts. A number of different
architectures have been proposed to handle this problem.

In this paper, we focus on designing switches that can handle multicast traf-
fic efficiently without compromising the unicast traffic. The key component of
a switch is the switching fabric used to provide the datapath for packets to
move within a switch from input ports to output ports. The most commonly
used choices are shared-bus and crossbar. The shared-bus designs are not scal-
able owing to performance constraints, and the crossbar-based designs are not
scalable owing to cost considerations. Our design uses a multistage network,
specifically an Omega multistage interconnection network, as the switching
fabric with input and output buffers and a hardware based packet schedul-
ing. This design handles both unicast and multicast traffic. We also look into
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the performance of SANs based on proposed switches. For a simple network of
four switches, we show that the proposed switches give as much as 50% more
throughput than crossbar-based switches.

2 Background and Related Work

We assume that fixed-size packets (called cells) are used for communication.
If a message is too large to fit in a single packet, then multiple cells are sent
from source to intended set of destinations. Such a message appears as bursty
traffic or correlated traffic to the network. The amount of time a cell takes to
move from input ports of a switch to its output ports is called a time-slot. For
balanced design, this should be about the same as the transmission time for a
cell. For example, the slot-time for a 100-byte cell with a line rate of 10 GHz is
80 ns. We are primarily interested in cut-through or store-and-forward switch-
ing with best-effort delivery. So excess packets may be dropped by switches
when traffic load is high. For applications that require reliable delivery of data,
a transport layer such as TCP will need to be used. It is noteworthy that the
majority of parallel computing applications are currently designed to work on
top of a standard TCP/IP protocol stack.

We assume switches are of size N ×N . Many switched networks and stan-
dards for the same were proposed in the literature [8–12]. These networks use
crossbar based switches designed primarily to handle unicast traffic. Several
designs to handle multicasts were proposed in the computer networks com-
munity [1–6]. Of particular interest is the Weight-based algorithm (WBA) for
crossbar-based switches with input buffering, which is shown to achieve high
throughput for multicasts [1]. In this design, each multicast cell is assigned a
weight using the following formula a×age−f × fanout, where age is the num-
ber of time-slots for which the cell is queued in the current switch input buffers
and fanout is the number of output ports of the switch it needs; a and f are
tunable parameters and are often chosen as 1 and 2, respectively. However, the
cost of crossbars in terms of crosspoints increases at O(N2). For work conserva-
tion, a technique known as cell-splitting is often used. In cell-splitting, when a
multicast cell competes for outputs with other cells and is granted to reach only
a partial set of its outputs, a copy of the cell is retained in the input buffer with
the remaining outputs as its destination list.

3 Ω Switch

Our design attempts to simplify the design complexity of switching fabric and
output ports at the cost of more complex cell scheduling. We use a combination
of input and output buffers and multiple copies of the Omega multistage inter-
connection network (MIN) [7] as the data network (switching fabric). We de-
note the switch as the Ω switch. Figure 1 shows the block diagram of Ω switch.

The cells arriving from the input lines are buffered at the input port buffers.
Once a cell is in the input buffer, it is guaranteed to reach all of its destinations
(switch outputs). Hence there is no cell loss within the switch fabric or output
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Fig. 1. Switch architecture. The switch constitutes of input and output queues, control
network and data network. The control network is based on the Omega MIN and acts as
input scheduler. The data network consists of k copies Omega MIN for routing the cells
through the switch. Normally k ≤ 3.

buffers. Cells are lost only when they arrive at the switch and are rejected by the
input ports. This happens when the switch is saturated. Based upon the header
of the cell, the destinations of the cell are determined by table lookup and a
routing tag is assigned for routing through the switch fabric. For the purpose
of the discussion, we assume the routing tag to be an N bit vector with each
bit denoting a particular output port. A cell is destined to an output port if its
corresponding bit in the vector is set. Routing tags could be precomputed or
prepared as a cell is placed in an input buffer.

We select cells in such a way that there are no path conflicts within the
switch fabric. Because cells are carefully selected to eliminate path conflicts,
there is no need for buffering at any of the switching elements inside the switch
fabric. We believe that, by moving all the necessary buffering away from the
data path of the switch, we can simplify the switch fabric design.

The input scheduler determines the inputs and the cells they need to send
through the switch fabric. Contention for paths within the switch fabric and
outputs affect the performance of the switch. When crossbars are used as switch
fabrics, there is no contention for data paths through the switch fabrics. It is a
severe problem, however, when blocking switch fabrics like Omega MIN are
used. On the other hand using crossbars could be expensive. To alleviate this,
we use multiple copies say, k, of the Omega MIN in the switch fabric. So con-
flicts for a path in the switch fabric can be handled by sending contending cells
through different copies of the network. This increases the bandwidth inside
the switch and achieves high throughput.

Since we use k copies of the Omega MIN as the switch fabric, each output
could receive up to k cells during a single slot time. Hence the output buffers



need to operate at k times the line speed. We can restrict the maximum number
of cells sent to an output port in a single slot time to some l, where l ≤ k. When
k is small, it is simpler to have l = k. In each slot time, one cell is sent out of the
output port. Excess cells are buffered in the output queues. This would achieve
high switch utilization since any output that did not receive a cell due to block-
ing nature of the switch fabric could send out a cell as long as its buffer is not
empty. This is particularly useful for correlated traffic in which the demand for
an output tends to be bursty. Although, we use multiple copies of Omega MIN
we limit the complexity or speedup requirements of output buffers by control-
ling the output port contention through cell scheduling so that the switch is
scalable.

3.1 Scheduling Cells

It is known that multistage interconnection network based switches need elab-
orate cell selection techniques to achieve high throughput. Software based cell
selection schemes do not work well for high line rates or large switches. There-
fore, we use the idea of hardware specific selection technique for unicast cells by
Boppana and Raghavendra [15]. In this method, a copy of the underlying net-
work for the switch fabric (that is, the Omega multistage network itself) as the
control network to aid the selection of cells. However this control copy network
needs to route the routing tags (N -bit tags for an N ×N switch) of the cells for
scheduling purposes. The conflicts for data paths through a switch fabric will
appear as contention for a switching element’s output links in the Omega MIN.
These conflicts are resolved randomly or by using a suitable priority mecha-
nism. Cells whose routing tags go through all the stages of the control network
successfully will be actually routed through the switch fabric in the following
time slot. The self-routing techniques can be used to set up the switching ele-
ments in the switch fabric since the cells going through the data network will
not have conflicts. To improve the number of cells that can be sent in a time slot,
this selection process may be repeated several times for each copy of the data
network.

Round-Robin Scheduling The simplest way to schedule multicast cells is to
allow one or more input ports to send their multicast cells in a round-robin (RR)
fashion during each slot time. Since our proposed switch has k data networks,
its intuitive to select k input ports to route their multicast cells through the k
data networks (one through each copy).

Hence, the simplest scheduling policy is a prioritized round robin algorithm
in which, during each slot, k input ports have the priority and can send their
multicast cell unrestricted through a distinct copy of the data network. If a pri-
oritized input port doesn’t have a multicast cell the next input port (in a circular
fashion) gets a chance. For the next slot, next k inputs will be the priority inputs.
This policy basically routes k multicast cells through the switch during each slot
time. So switch utilization ρ = k×f

N , where k is number of copies of data net-
work, f is the fanout of the multicast traffic and N is the size of the switch. This
scheme does not work well if f is small and N is large.



Scheduling Additional CellsTo improve the performance, we attempt to sched-
ule more than k multicast cells during each slot time; some Omega MINs send
two or more multicast cells without path conflicts. This can be achieved by per-
forming a round of selection for additional multicast cells that could go through
each copy of the data network. So, after determining the k input ports that
would send their multicast cells through the k data networks, using the round-
robin scheduling, we let the remaining input ports send their output requests
(routing tags) through the control network and determine if any other multicast
cells could be scheduled through each of the data networks without conflicting
with the internal route of the earlier selected multicast cell. Hence there is one
round of selection for each of the k copies. It is noteworthy that this additional
scheduling improves the switch utilization by using additional data paths. Each
input request is either satisfied or rejected in entirety. That is, there is no cell
splitting. If the fanout of the multicast cells is high, the probability of finding a
cell which uses paths that do not conflict with those of an already selected mul-
ticast cell (using round-robin scheme) decreases and this scheduling does not
achieve any improvement over the simple round-robin policy. So for multicast
traffic with larger fanout, it becomes necessary to split the cell to achieve high
switch utilization.

Scheduling Additional Cells with Fanout Splitting In this policy, after deter-
mining the k input ports that would send their multicast cells through the k
data networks, the remaining input ports send their routing tags through the
control network to determine if any other multicast cells could be scheduled
through each of the data networks without conflicting with the internal routes
of earlier selected multicast cells. If a multicast cell is able to obtain paths to
reach some but not all of its destinations, we split the destination list and let
a copy of the multicast cell go to the available outputs while retaining a copy
with the remaining destinations at the input. Once an input port obtains paths
for one or more destinations for its multicast cell, it will not compete for paths
in the other copies of the data network. A split cell with reduced destination list
is treated as a normal multicast cell for scheduling in later rounds.

We use output buffers to store cells to accommodate multiple cells arriving
(via multiple data networks) at an output in a slot time. So the output queues
could overflow and result in high cell loss. To prevent this, a back pressure
mechanism is used. If the output queue size exceeds a threshold it accepts only
one cell during each slot time until the number of cells at the output is less than
the threshold.

4 Performance Analysis of Switch Designs

We simulated a N × N , 8 ≤ N ≤ 1024, Ω- based and crossbar-based switches
with separate buffers for unicast and multicast traffic. Owing to space consid-
erations, we present only a subset of the results; for additional results see [16].

While each input queue of crossbar can buffer up to 256 cells, Ω can buffer
128 cells at the input and 128 cells at the output. So the total buffer space used
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Fig. 2. Performance of 8× 8 switches for correlated multicast traffic with fixed fanout of
2.

was the same for both designs. The control network of the Ω switch used two
rounds (one for each copy) for additional multicast cell selection. Weights of 1
and 2 were used the age and fanout for WBA simulations.

Each simulation was run for multiple batches of 100,000 cycles, after a warmup
of 50,000 cycles. Simulation was stopped when the half width of 95% confidence
interval fell within 5% the computed mean latencies and throughputs.

Traffic patterns In this paper, we present results for correlated traffic, which is
considered to be more representative of the traffic on computer networks [13,
14]. In correlated arrivals multicast cells generated in 16 consecutive slot times.
Each injected cell has a constant fanout, specified as input to the simulation.
The first cell of a stream of correlated cells chooses the destinations randomly;
the remaining cells in the stream use the same destinations.

Performance metrics We use average cell latency and output port utilization
as the performance metrics. Cell latency is the time elapsed from the time a
cell is injected to the time it is delivered to all of its destinations. Output port
utilization is the average number of cells delivered by the switch (or SAN) per
output per slot-time. The maximum possible utilization is 1. Load offered to the
switch (or SAN) is expressed as a fraction of the maximum utilization.

We use the following notations for all the plots. Omega, Omega2 and Omega-
split denote, respectively, the simple round-robin, round-robin with one round
of scheduling and Omega2 with fanout splitting. WBA denotes the weight-
based scheduling for crossbar-based switches.

4.1 Small Switches

Figure 2 presents the results for correlated traffic. WBA saturates at about 64%
while Omega2 can attain up to 80% and Omega-split saturates at 86%. The de-
lay curves for Omega2 and Omega-split are significantly lower than that of
WBA when the loads are in the range 50% to 90%. We observed that with un-
correlated arrivals (not shown here), utilizations improve for Omega2, Omega-
split and WBA [16]. The utilization of round-robin Omega switch is oblivious
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Fig. 3. Performance of 16× 16 switches for correlated multicast traffic with fixed fanout
of 2.
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Fig. 4. Performance of 512×512 switches for correlated multicast traffic with fixed fanout
of 2. Split-n indicates Omega-split with n copies of switch fabric.

to traffic pattern. Similar performances were observed for 16× 16 switches (see
Figure 3).

4.2 Large Switches

For small switch sizes, the Ω switch with fanout splitting performs well com-
pared to the crossbar-based WBA switch. To see if this holds for larger switch
sizes, we simulated 512 × 512 Omega-split and WBA switches. For Ω-switch
simulations, we varied k, the number of data networks, to determine the bene-
fit of more copies of the data network. Since the cell selection in the Ω switch is
more complicated than that in a WBA switch, we assume that cell selection is
pipelined using additional hardware and that it takes k time slots to determine
the cells that can go through a single slot. So in Ω switch designs, cell selection
starts k time-slots prior to the time slot for which the scheduling is done. For
WBA the cell delay is still 2 slots in the absence of contention or waiting.

Figure 4 gives the simulation results for 512×512 switches. We observe that,
while 2 copies are not sufficient to obtain good performance, one or two addi-
tional copies of switch fabric provide much higher utilizations. The utilization
is improved by 20 percentage points when 3 copies (split-3) are used instead of
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Fig. 6. Performance of SAN 1 for correlated multicast traffic with fixed fanout of 2

2 (split-2). The difference in the performances of 3 and 4 copies decreases with
increasing fanout. For fanout 8 and above, they are almost identical [16].

Though Ω switches with fanout splitting outperform WBA for large switches,
they are less expensive in terms of number of crosspoints: Split-3 requires fewer
than 11% ( 3× 512

2 ×9×4

512×512 ) of the crosspoints used for a crossbar.

5 Performance Analysis of Switched Networks

Most published studies evaluate proposed switch designs as single compo-
nents, but do not evaluate their switch designs in the context of a SAN. We
used Omega and WBA switches as building blocks to form SANs. We have
evaluated the performance of the SANs so designed. In particular, we analyzed
the performance of the switches for two network topologies. The performance
of one of the networks, shown in Figure 5, which provides the functionality of
a 16 × 16 switch, is presented here. The performance of the second network is
given in [16].

Figure 6 presents the network utilizations and latencies achieved by the
switches for network in Figure 5 for multicast traffic of fanout 2. Though it



uses more complex cell splitting, Omega-split performs only marginally bet-
ter than Omega2. On the other hand, both Omega designs give 50% higher
throughput than WBA. It is instructive to compare the performance of a single
16×16 switch given in Figure 3 with that of the network simulated. We see that
Omega2 achieves a utilization of over 70% in the SAN configuration, but only
60% utilization as a single switch. On the other hand, WBA switch performs
worse in a SAN configuration (at 40% utilization) than as a single switch (at
60% utilization). The reasons for the performance divergence is as follows.

The network utilization depends on utilization of each of the switches in
the network. By arranging the switches in stages we have reduced the effective
fanout of the cells passing through each stage of the switches. Conversely, the
rate of cell arrivals at the second stage of switches is increased. For a multicast
load of 0.4 with fanout 2 on the network in Figure 5, the cell rate (rate at which
cells are injected in to the inputs) at switches 0 and 1 is 0.4

2 = 0.2. Since the
effective fanout at these switches is 1.53, assuming all outputs are uniformly
used, the cell rate at switches 2 and 3 is 0.2 × 1.53 = 0.31. This is about the
cell rate at which a single 8× 8 WBA switch starts to lose cells for fanout 2 (see
Figure 2). This shows the inherent limitation on the cell rate that the WBA can
sustain on the crossbars irrespective of the fanout for correlated traffic. On the
other hand, Omega2, which can handle a higher rate of cells in 8×8 size, clearly
benefits from the reduced fanout seen by each stage of switches and provides
higher utilization than it does as a single 16× 16 switch.

This clearly demonstrates the inherent weakness of input buffered crossbar
designs for correlated traffic. This also illustrates the advantage of using limited
output buffering, especially for correlated multicast traffic. For this reason, the
Ω switch designs take advantage of reduced effective fanout in the traffic that
occurs as cells go through multiple switches.

6 Conclusions

The increasing demand for various multicast applications requires system area
networks based on high-speed multicast switches. These switches should han-
dle both unicast and multicast traffic efficiently. In this paper, we have pre-
sented the design of a multicast switch based on multistage interconnection
network with input and output buffers. Being based on multistage network,
the design is cost effective and scalable.

We have illustrated three possible designs based on the cell selection policy.
They are Omega, which has a simple round-robin scheme, Omega2, which has
an additional round of scheduling in addition to the round-robin scheduling,
and Omega-split, which is basically Omega2 with cell splitting. We have devel-
oped a modular simulator in java to evaluate the performance of the switches
for the proposed scheduling policies. We have observed that the Omega-split
outperforms WBA on crossbar for switch sizes ranging from 8× 8 to 512× 512.

We have analyzed the performance of a simple 4-switch SAN built from the
Ω and WBA switches. In particular, we simulated a 16× 16 switch by intercon-
necting four 8× 8 switches and observed that the throughput achieved is more



than that of a single 16 × 16 switch for Omega based designs, while WBA per-
forms worse in the SAN configuration. An interesting outcome of our study is
that Omega2, which does not use cell-splitting, performs as well as Omega-split
and better than WBA for small switches. On the other hand published results
indicate that crossbar-based switches do not work well without fanout split-
ting [1]. Another contribution of our study is that WBA which uses crossbars
as switch fabrics suffers as its not able to sustain the cell rate for low fanout
multicast traffic that occurs as cells go through multiple switches in a network.
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