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Abstract. Multistagenetwork based input-buffered ATM
switches, which have been studied extensively in the re-
cent past, are cheaper compared to crossbar designsbut suf-
fer from elaborate cell selection methods or expensive net-
work setup. Inthispaper, afast cell selection methodispro-
posed to avoid slow cell selection and costly network setup
for these designs. In particular, we propose network hard-
ware specific sel ection techniquesfor cell selectionininput
buffered Banyan network with internal speed twice that of
the external links. Our simulation results show that cell se-
lection by looking at up to 10 cellsin each input queue for
switchsizesupto N = 64 yields95% or higher switch uti-
lization.

1 Introduction

Many types of switching fabrics have been proposed for
use in ATM networks [12, 15, 16]. These include in-
put buffered switches, output buffered shared memory
switches, crossbar-based switches, and multi-stage net-
work based switches. The simplest non-blocking, input-
buffered switch is the crossbar switch, where, cells arriv-
ing at each input are queued at the respective input-buffers.
The queues can be served by the switch in sending cells
from an input to a desired output. However, in each cy-
cle, an output can only receive one input cell. If the input
gueues are served in FIFO order, then among all the Head-
of-Line (HOL) cells, we can choose those cellsthat are go-
ing to distinct outputs. It is shown in [5] that a crosshar
serving HOL cells only can achieve a maximum through-
put of about 58%.

Although output queueing can achieve high throughput,
there are some drawbacks. Since cellsfrominputsgoingto
the same output get queued in one queue, cell loss could
occur if there is no room in the buffer due to bursty ar-
rival of cellsto that output. Thisisalleviated to some ex-
tent by using shared buffer memory rather than partition-
ing the memory among the queues. 1n such output-buffered
switches, the memory bandwidth must be high as N reads
and N writes(for an N x N switch) to memory need to be
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performed in each cycle. Another drawback is providing
fairnessto the users. Since the output queues are served in
FIFO order itispossiblefor someinputsto experience long
delays dueto bursty arrivals a other inputs.

For these reasons and to support rate based services for
inputs, there is significant interest in using input-buffered
switchesin ATM networks[1, 6, 9, 11]. It has been shown
that the HOL blocking problem can be eliminated and arbi-
trarily close to 100% throughput can be achieved if multi-
ple cellsin each input are examined and sel ected such that
thereisat most onecell fromeach input and at most onecell
to each output [1]. To facilitate searching of multiplecells
at each input, one queue for each output could be main-
tained at each input. Alternatively, one queueismaintained
at eachinput, butfirst k, & > 1, cellsmay besearched [2, 8],
or input ports may be grouped [6].

The problem of searching and selecting cells in input
buffers to maximize the number of cells that can be routed
in a cycle can be modeled as a bipartite graph matching
problem. A deterministical gorithmfor thismatching prob-
lem takes O(N 2-®) time, whichis quite expensive, even for
N = 16, torunineach step of routing ATM cells. Several
researchers have used randomized algorithm for speeding
up thissearch problem. It isshownin [1, 11] that by using
log N iterationsit ispossibleto achieve maximal matching
with high probability. The advantage of randomized ago-
rithmsisthat it isvery ssimpleto implement and givesvery
good results on the average. These randomized schemes
use at least N -depth lookup.

Recently, a low-cost non-blocking switch, the Benes
network, with input buffers was proposed as an dternative
to crossbar based switches [8]. The authors use a sequen-
tial procedure with each input buffers size varying from
N/2to5N/2 for cell selection and show that 95% or bet-
ter throughput can be achieved in switches of size up to
N = 64. Their searching considers both output contention
and network link contention. The complexity of thissearch
procedureis O(N?) and there is no guarantee of obtaining
maximal match in each cycle with this sequential search.

In this paper, we investigate methods that efficiently se-
lect cells, while greatly simplifying the network control is-
sue when a multistage network rather than a crossbar is
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used for switching. We consider using a single copy of
the Banyan network as the switch, but operating with in-
ternal speeds twice that of external speeds, for example as
in[14]. Ineach cyclewe select and routetwo partial permu-
tations. For this purpose, we developed network specific
hardware selection to obtain two partial permutations that
are passablein thegiven blocking network. Our simulation
results show that with our hardware selection schemes we
can achieve 95% or better throughput. Therefore, we can
use a single blocking network operating at twice the speed
to obtain similar performance compared to Benes network
which requires expensive routing.

2 Cedl Selection and Routing in
I nput-Buffered Switches

Consideran N x N, N = 2, non-blocking ATM switch-
ing fabric with input buffers. A buffer is associated with
each input for queueing theincoming cells. The switch can
determine by tablelookup using V CI to which output link a
cell needsto berouted. Inonecycle, wecanroute, possibly,
onecdll fromeachinputtoitsdesired outputlink. Each out-
put link can only receive one cell in acycle, and therefore,
we need to carefully sdlect cdlls from the input buffers for
routing. Of course, our goal isto maximize the throughput
while keeping the ordering of cells going from a particular
input link to a given output link.

By using a non-blocking network, such as the cross-
bar or the Benes network, we will avoid network conflicts.
Thus, in switch routing, we only need to consider output
conflicts. If welook at only the HOL cells from each input
buffer, the throughput will be limited. The ideaisto look
deeper into each input buffer to select non-conflicting cells
for routing. Severa researchers have used this approach
to studying the throughput performance of input buffered
switches. At ATM link speeds, the cycle time for routing
cellsisvery short, and previous studies have used fast ran-
domization al gorithms for selecting sub-optimal solutions.

Anderson et.al., [1] show that the problem of selecting
the cells with distinct destinations from the input queues
can be modeled as a bipartite graph matching problem.
From the input queued data, one can construct a bipartite
graph with nodes astheinput and output portsand theedges
denoting the destinationsdesired by theinput cells. Such a
graph constructedin[1] will have2 N nodesand at most V2
edges. By using arandomized iterative matching agorithm
with O(log N) iterations, one can achieve high throughput.
Another recent work [11] also used randomized algorithm
approach for cell scheduling to provide bandwidth guaran-
tees in input buffered crossbar switch.

The Benes network isknownto betopol ogically equiva
lent to a cascade of two copies of Banyan network. Banyan

networks are known to be self routable, although only for
the set of passable permutationsthrough that network. The
two copies of Banyan networks can be used in cascade with
all lines operating at same speed, or in time with a sin-
gle copy of the Banyan network and recirculating the out-
puts back to inputsand clocking the internal linkstwice as
fast as the externa links. This will reduce the hardware
cost further and such an approach was used in the design
of Phoenix switch [14]. With such a Banyan network, we
can aso perform two independent switching steps within
the switch and match with the line speed. With this mode
of operation, in each cell switching time, we can select and
route two separate routable sub-permutations through the
Banyan network.

Our god is to use the Banyan network with internal
linkstwice as fast as the line speed as input-buffered ATM
switches. For efficient operation of the switch, we would
like to take advantage of the self-routing capabilities of
these networks. However, the Benes network can self-
routeonly afew subsets of permutations, such asthelinear-
complement class. So, the question is how to select input
cells from the buffers that have no output conflicts and are
routabl eby the self routing al gorithm of the Benes network.
The Banyan network can self route even smaller subset of
permutations. The problems of selecting the cells that area
routablewithout conflict in the network still remains. If we
can find a fast approach to choosing large number of cells
from the input buffers for self routing through these net-
works, then we can achieve high throughput.

Our idea is to use a copy of the network of interest
(Benes or Banyan) asthe control network to efficiently de-
terminethe routable set of cellsfrom the input buffers. Al-
though thiscontrol network istopologically identical to the
routing network, its switching el ements can be simpler asit
isused only for making decisions by just moving the des-
tination bits through them. The ideais to attempt routing
the tags through the control network and randomly select
inputs to proceed when there are conflicts in a switching
stage. We can repeat this procedure severa times to in-
crease the number of cells that can be routed in the next
step through the routing copy of the network. This essen-
tially implementsthe randomi zation schemes used in cross-
bar on a Benes or Banyan network. In the next section, we
describe the details of this hardware specific cell selection
techniques and eval uate the performance vis simulation.

3 Network Specific Hardware Selec-
tion Methods

Wefirst describethe hardware sel ection method for bothre-
arrangeabl e networkssuch asthe Benes network and bl ock-
ing networks such as the Omega networks. We explain



how the technique applies to Benes and Omega using ex-
amples. Next we present some simulation results on the
performance of the proposed sel ection method.

3.1 Sdection Method

We propose to use a copy of the underlying network itself
as the control network to aid the destination selection pro-
cess, thereby cell selection and routing are achieved simul-
taneously. However, thiscontrol copy of the network needs
to be bit routable only as we only route destination address
information and do not route data packets through this net-
work. Hence, each stage of thisnetwork could operatein a
clock step and severa cycles of selection/routing could be
performed in asingle ATM cell data switching time. Our
scheme works as follows. In each cell time dot, the selec-
tion process is conducted to determine the inputsand cells
that they send in the following time slot. This technique
works for Benes, Banyan or any other multistage network.

There are multiple rounds of contest for destination se-
lection. In the first round, al inputs have equa chance of
winning. Inaround of contest, each input that has not won
earlier, will send the destination address of the cdl it in-
tends to send in the next time dot; each destination that
haswoninan earlier round of the current selection process,
will send the address of the destination it won. Each input
choosesitsoutput request independently of theother inputs.
The destination bits propagate through the network, stage
by stage. At each stage, a switch uses an appropriate rout-
ing digittorouteinputsto outputs. Conflictsareresolved as
follows. If thereis an input with awinning destination ad-
dress, then it isrouted to the output in consideration. (Itis
noteworthy that there can be at most one input with awin-
ning destination address that competes for an output of any
switch.) Otherwise, one of the inputsis randomly chosen
and routed to the output. If the network is a unique path
network, such as the Banyan, the losers can be dropped at
this point. Otherwise, the remaining inputs are randomly
assigned the remaining outputs. A round concludes after
routing the destination addresses through the last stage of
the network and inputsthat have the winning addresses are
notified. It can be easily shown that the number of inputs
with winning destination addresses is a monotonicdly in-
creasing function of thenumber of rounds. After afew such
roundswe have aset of destinationsthat can beroutedinthe
next time slot, on the actual data network, without conflicts
using the paths selected in the selection process.

3.2 Selection of Cellsfor Blocking Networks

To see how the selection process works for blocking mul-
tistage networks, let us consider an 8 x 8 Omega network
designed using 2 x 2 switches. Figure 1 gives an example
of the cell selection. Initialy, each input requests for the

output specified by itsfirst cell in the queue. It is helpful
to view the destination addresses as 3-bit numbers. In each
stage, aparticular bit (called the routing bit) of the destina-
tion addressesisused to determine how the2 x 2 switchesin
that stage are setup. For the Omega network, the left most
bit, middlebit, and right most bit are therouting bitsfor the
left, middle, and right stages, respectively. If the routing
bit of arequest isa 0, then that request should be routed to
the upper output of the 2 x 2 switch; otherwise it should
be routed to the lower output. Thisisthe so-called Omega
self-routing method. If both inputsof a2 x 2 switch have
the same vaue for their routing bits, then only one of them
can be connected to the output of that switch correctly; the
other can be dropped, since once apath ismisrouted, it will
never reach the correct destination.

Using these rules, the input connection requests are
propagated through the Omega network. At each stage, the
requests that are not routed correctly due to contention are
dropped. Threeinputswininthefirst round, two inthe sec-
ond round, and one more in the third round. In this exam-
ple, further roundsdo not improvethematching. The paths
that are used for winning inputs’ requests are not disturbed
in later rounds. For example, inputs O, 3, and 6 (when
counted from top starting with 0), win in thefirst round and
have pathsto their destinations®6, 4, and O, respectively, es-
tablished. These paths are not disturbed in rounds 2 and 3.

3.3 Selection of Cellsfor Rearrangeable Net-
works

A commonly used rearrangesbl e multistage network isthe
Benes network. In the Benes network, an input’s connec-
tion request that is misrouted in thefirst log N — 1 stages
may still reach its correct output provided it is not mis-
routed in the fina log N stages. For example, inan 8 x 8
Benes network, we alow connection requests to be mis-
routed when there is contention in the first two stages of
2 x 2 switches, unless both requests are to the same des-
tination. The network setup for the last three stages is ex-
actly asin the case of the Omega network. Moredetailsare
given in the preliminary version of this paper, available at
http://www.cs.utsa.edu/faculty/boppana/papers.htm.

3.4 Enhancementstothe Selection Method

This scheme can be enhanced in severa ways. We can
make the inputs that lost in the previous selection round
choose destinationsthat are not taken already by awinning
input. A bit vector, one bit for each destination to indicate
its availability, can be easily maintained for this purpose.
Each input still selects its cell independently of the other
inputs; it merely avoids choosing a cell with a destination
that has the corresponding bit in the bit vector set.
Another enhancement is to run the network twice as
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Figure 1: Example of Omega network based cell selection.
The rectangular blocksindicate the cells (with numbersin-
dicating their destinations) queued at switch inputs. The
numbers at the inputs of the first stage of switches indi-
cate the destinations of the cells that inputs wish to send.
Shaded cellsindicate winning inputs and the cells sel ected;
thick-lined cellsindicate inputswith rejected requests. Ina
switch, dashed linesindicaterejected connectionsand solid
lines accepted connections. Inputs with rejected connec-
tions select new outputsfor future rounds. Inputs with ac-
cepted connections use the same outputsfor later rounds.

fast as the ATM switch being designed. Thisis afeasible
method and used, abeit for lower speeds, in the design of
the Phoenix switch [14]. Since the number of rounds that
can be done in atime dot is finite and determined by the
cell transmissiontime, we can split the roundsfor selecting
input-output pairs between the two passes through the net-
work. Aninput may send (based on the sel ection process) a
cell either in thefirst pass or in the second passonly. Alter-
natively, we can use two copies of the multistage network,
each running at the same speed of the ATM switch being
designed.

We have conducted severa simulationsusing the Benes
and Banyan networks with the selection technique de-
scribed above. Our simulations indicate that, the Banyan
network performs as well as the Benes. This may seem
counter intuitivebecause the Benes network ismore power-
ful than the Banyan whenitsfirst half is set up using sophis-
ticated routing algorithms. Since our selection method ob-
viates this, there is no appreciable performance difference
between the Benes and Banyan networks.

It may appear that the proposed design is expensive to
implement. Let us say we use three copies of the Banyan
network: two copies for cell routing and one copy for cell
selection. Thenweneed at most 3 log NV stages of switches.

Since the cell selection network handles only log NV bits of
information for comparison and routing, the switch sizes
for this network will be very smal. Many of the previ-
ous designs use the Benes network or two or more copies
of a Banyan to switch cells. Compared to these designs,
our methods requires an extra copy of the Banyan to aid
the selection process. In return, we simplify the selection
process, make the network control trivial, and obtain high
throughputs comparable to those achieved with full cross-
bars.

3.5 Evaluation of the Sdlection Method Us-
ing Simulations

We have conducted extensive simulations to evaluate the
performance of the proposed technique. Because of the se-
lection method used, even a conflict-prone network such
as the Banyan performs as well as the Benes network. We
present below performance results for simulationsof ATM
switches with the Banyan as the switching network. We
use two copies of the Banyan with atotal of 10 rounds (5
rounds for each copy of the network) of contest to deter-
mine inputs and the cells they can send for the subsequent
time slot. Figure 2 presents the delay results and Figure 3
presents the throughput results. As in the case of cross-
bar based designs, the switch utilization is over 95% and
gueueing delays are very small until just before the point
of saturation. For each point in the graph, the half-width of
the corresponding 95% confidence interval iswithin 5% of
the mean value reported.

4 Conclusions

In this paper we investigated various schemes for cell
scheduling in input buffered switches. This problem can
be solved as a maximum matching in bipartite graph, a-
though it can be expensive for larger switches. We showed
that more efficient cell schedulingispossibleby exploiting
the self routing capabilitiesof Benesand Banyan networks.
We presented network specific hardware sel ection methods
so that very simple routing algorithms can be used and we
show that high throughput can be achieved with Omega
(or Banyan) network with either two copies of the network
or operate the network at twice the speed compared to in-
put/output links. Table 1 givesacomparison of various ap-
proaches inthe ATM switch design.

Simulations are used to evaluate the performance of
these methods under varioustraffic conditions. The results
show that high throughput can be achieved and practical
switches can bebuilt using smaller input-buffered switches.
Such low cost networks can be used in very high-speed
input-buffered ATM switchesor in IPswitches. Weare cur-
rently applying the selection methods to handle multicast
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traffic and to providefair access to al outputs by inputs.
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