Energy-Efficient Scheduling of Periodic
Real-Time Tasks over Homogeneous Multiprocessors

Jian-Jia Chen and Tei-Wei Kuo
Department of Computer Science and Information Engingerin
Graduate Institute of Networking and Multimedia,
National Taiwan University, Taipei, Taiwan, ROC.
Email:{r90079, ktw} @csie.ntu.edu.tw

Abstract ing algorithms based on list heuristics were proposed [12,
13,26]. Heuristic algorithms for periodic tasks in multi-

Different from many previous energy-efficient schedul- processor environments were proposed in [1,5]. Zhu, et
ing studies, this paper explores energy-efficient multipro al. [27] explored on-line task scheduling with reclamation
cessor scheduling of periodic real-time tasks with differ- of slacks resulted from early completion of tasks during
ent power consumption functions. When the goal is on thethe run time. Mishra, et al. [18] explored energy-efficient
minimization of energy consumption, we proposk4 2- scheduling issues with the considerations of the communi-
approximation algorithm in the derivation of a feasible cation delay of tasks. In addition to the considerations of
schedule. A series of simulation experiments was done forenergy-efficient scheduling, Anderson and Sanjoy [2] ex-
the performance evaluation of the proposed algorithm. plored the tradeoff between the total energy consumption
of task executions and the number of required processors,
where tasks in the proposed solutions run at the same speed.
So far, not much work is done with approximation ratios
in energy-efficient multiprocessor real-time scheduliag.
example result is the approximation algorithms proposed

With the advance technology of VLSI circuit designs, for the scheduling of frame-based tasks in [8], where tasks
many modern processors, such as the Intel StrongARMshare the same power consumption function, and [9], where
SA1100 processor [19] and the Intel XScale [20], could tasks might have different power consumption functions.
now operate at various supply voltages and have differentEnergy-efficient multiprocessor scheduling of frame-blase
processor speeds. The power consumption of processortask sets was also explored in [24] for chip-multiprocessor
is usually a convex and increasing function of processor (CMP) architectures, in which cores, i.e., processors, on a
speeds, which is highly dependent on the hardware designschip must share the same processor speed at any given time
The lower the speed, the less the power consumption is,moment.
where a lower processor speed usually means longer exe-
cution time for tasks. This paper considers energy-efficient scheduling of pe-

In the past decades, energy-efficient task scheduling withfiodic real-time tasks over multiple processors. Différen
various deadline constraints has received a lot of attentio Tom previous energy-efficient scheduling studies, this re
Although many studies have been done for uniprocessorseamh explores energy-efficient multiprocessor schegluli
scheduling, such as [4, 6, 10, 11, 17, 25], not much work hasfor periodic real-time tasks, in which each task might have
been done for multiprocessor scheduling. As pointed out different periods, initial arrival times, CPU execution-cy
in [2], implementations of real-time systems with multiple C€l€S, and power consumption functions. The power con-
processors could be often much more energy-efficient thanSUmption functions of tasks are modeledias® [6, 14, 25],
those with a single processor, because of the convexity ofWheréa is a hardware-dependent factor, ant a param-
power consumption functions. Due to th&P-hardness of eter related to the task under executions (Please see the dis
many multiprocessor energy-efficient scheduling problems €USSions of power consumption functions in the next sec-
various heuristics were proposed in the derivation of sched tion). When the goal is on the minimization of energy con-
ules for different task models with an objective in the min- SUMPtion, we propose an approximation algorithm with an

imization of energy consumption, e.g., [1,5,8,9,12,13,18 approximation ratid%, which is bounded by
24,26,27]. In particular, several energy-efficient schhedu 1.412 since the value of is at most3 [6, 14, 25], in the

1 Introduction



derivation of a feasible schedule. Simulation results show sequence of task instances, referred tjoas where each
that our proposed algorithm not only guarantees the approxjob of a task comes in a regular period [15, 16]. Each task
imation factors but also derives solutions close to optimal 7; is associated with its initial arrival time (denoted &y,
solutions. its execution CPU cycles (denoted by), its period (de-
The rest of this paper is organized as follows: In Sec- noted byp;), and its power consumption function (denoted
tion 2, we define the system models and the multiproces-by P;()). Note thatc; denotes the maximum number of
sor energy-efficient scheduling problem. Section 3 present CPU cycles required to complete the execution of any job
an approximation algorithm for the multiprocessor energy- of 7;. The power consumption functia? () of each task;
efficient scheduling problem. Section 4 presents evaloatio is rephrased as a convex and increasing function of the pro-
results. Section 5 is the conclusion. cessor speeg] i.e., P;(s) = h; - s*, wherex is a hardware-
dependent constant betwegrand 3 [17,21], andh; is a
positive parameter characterizing the average switchczapa
itance and the hardware factor. It is clear that e&q(3)
is second-order differentiable. Given a §ewf tasks, the
hyper-periodof T, denoted byL, is defined as the least
common multiple (LCM) of the periods of tasks . Let
We are interested in energy-efficient scheduling over ho- the relative deadline of each taskbe equal to its period

mogeneous multiprocessors, where the power consumption,. in this paper. That is, the arrival time and deadline of
function of each task remains the same for every processorihe j-th job of taskr; area; + (j —1)-p; anda; + j - pi,

The power consumption functiof() in the dynamic volt-  respectively.
age circuits is defined as a function of the adopted processor

speeds [7,23]: , 2.3 Problem Definitions
P(S> = Cefvddsv (1)

2 Models and Problem Definitions

2.1 Processor Models

wheres — k(vd,‘l/—w)?’ andC.;, Vi, Vaa, andk denote the A scheduleof a task seT is a mapping of the executions
dd 7 !

effective switch capacitance, the threshold voltage, tipe s oftasks InT to processors in the system Wif[h an assignme_nt
ply voltage, and a hardware-design-specific constant, re_ofaprocessor speed for each corresponding task execution,

spectively Yz > V; > 0, k > 0, andC,; > 0). The where the job arrivals of each task € T satisfy its tim-
value of the effective switch capacitance is highly related ng con_stramts:bi_ andp:. A gchedule ideasibleif no job
to the software implementation and the execution path of Misses its deadline, and all jobs of the same task execute on
a task (usually derived by profiling). Note that the power thedsame gm;essof- T::e energ¥ (;]onsumpnon ofa sch_edule
consumption function is a convex and increasing function 2 denoted a@(S), is the sum of the energy consumption
of processor speeds. Whéf is 0, the power consump- of the executions of jobs ii¥. We are interested in real-
tion function P(s) could be rephrased as a cubic function tlme_energy—effluent scheduling of '”P'epe_”d‘?”t tasks over
of the processor speed As reported in the literature, e.g., multiple processors, where no task migration is allowed:
[6,14, 25], the power consumption function can be phrased
ash - s“, wherea is a hardware-dependent factor, ants . ; .
. sumption for Multiprocessor Scheduling
a parameter related to the task under executions. Given a sefT of independent tasks executing ovef
In this study, we assume that each processor could op- . pendent te ) 9
erate at any speed [, o], and the speed of each proces- identical processars, the quectlve Isto fmd. afgagpledeh
sor could be adjusted independently from each another. W ule §for T'in its hyper-period such thalt(5) is minimized.
assume that the number of CPU cycles executed in a time
interval is linearly proportional to the processor speed] a
that the energy consumed for a processor in the execution o
atask at the processor speddr ¢ time units is the multipli-
cation oft and its corresponding power consumptiBs)

at the speed. Let the amount of CPU cycles completed for Theorem 1 The Minimization Problem of the Energy Con-

a_ltask running at a speador ¢ tlmg units be the multiplica- sumption for Multiprocessor Scheduling&P-hard.
tion of s andt. Suppose that the time and energy overheads

Definition 1 The Minimization Problem of the Energy Con-

Suppose that jobs of each taskin a given schedul&
gxecute at a speed. ®(9) is equal toy | ¢ p%Pi(Si)g_i'
whereT is a given set of tasks under considerations, And

is the hyper-period of".

required on speed/voltage switching be negligible. Proof. The correctness of this theorem follows from the
fact that the corresponding problems, whBis) = s3,
2.2 Task Models a; = 0, andp; = D, areN"P-hard (A similar argument to

the proofin [8, Theorem 1])C
Tasks under discussions in this paper are periodic and With the "P-hardness of the above problems, the objec-
independent in executions. A periodic task is an infinite tive of this research is to propose approximated solutions



with approximation bounds. Formally,saapproximation  consists of two phases: the relaxation phase and the round-

algorithm for the Minimization Problem of the Energy Con- ing phase. In the relaxation phase, we relax the integral con

sumption for Multiprocessor Scheduling is an algorithm straints on the variables,,, and derive an optimal solution

that derives a feasible schedule with an amount of energyfor the relaxed problem (which is a lower bound on the en-

consumption no more than times of an optimal solution  ergy consumption of an optimal schedule). In the rounding

(based on the definition of approximation in [22§1]). phase, we derive a feasible schedule based on the solution
derived in the first phase.

3 On the Minimization Problem of the En-
ergy Consumption 3.1 Relaxation Phase

In this section, we propose an approximation algorithm ~ With the integral constraints on;,,, being relaxed, we
for the Minimization Problem of the Energy Consumption could first rewrite the above convex programming problem
for Multiprocessor Scheduling. If the number of tasks in s follows:

T is no more thanV/, an optimal schedule would execute minimize Y2 o Ei(t),

each task; on a different processor at the spegg;, for subject to Z”E t:/p; = M, and @)
i =1,...,]T|. Forthe rest of this section, we will focus 0 ;§T< i ’

our discussions on cases, where the number of taskssn e

more than\/. An optimal solution for Equation (2) is a lower bound on
Let S be a feasible schedule af for the Minimiza-  the energy consumption for optimal schedulesToin the

tion Problem of the Energy Consumption for Multiproces- Minimization Problem of the Energy Consumption for Mul-

sor Scheduling. Les,,, denote the partial schedule §fon  tiprocessor Scheduling. Equation (2) can be resolved by

the m-th processor by removing the tasks running on the applying the Karush-Kuhn-Tucker optimality condition in

other processors, anﬂn denote the set of tasks aSSigned O(|T| IOg |T|) (Deta” procedures to derive an Opt|ma|

to execute on then-th processor. Note that),_, 7, = T solution of Equation (2) can be found in [3,4,9].) Let

andT,, N T,, = () for anym # n. We claim that there (t1,t5, ..., t/y ) be an optimal solution for Equation (2).

must exist an optimal scheduf& that satisfies the follow-

ing two properties for any partial schedudg of S*, where Lemma 1l Whent; < p; andt; < pj, pE[(t]) =

1 <m < M: (1) For every task; in T, all jobs ofr; exe- £/ (¢*), whereE}() and E() are the derivatives of; ()

cute at a common processor speed. (2) The total utilizationand £ (), respectively.

tasks inS},, which is defined as the sum of the utilization

of each task (i.e., its execution time divided by its period)  Proof. This Lemma is based on the Karush-Kuhn-

S ,is equal tol00%. This claim could be proved based on Tucker condition for the optimal solutioft;, ¢3, . . . ,trTl),

the convexity of power consumption functions by a similar jn which El(tr) — X =, andE(t}) — A — ( for some

argument to that for optimal energy-efficient scheduling in ;onstant whent* - b3

a uniprocessor system [4]. !
Let z;,, be a binary variable to indicate whethglis as-

signed to execute on the-th processor, ang be a variable

denoting the execution time of task We can re-formulate

the Minimization Problem of the Energy Consumption for

Multiprocessor Scheduling as a convex programming as fol-

< pi andt; < DPj- a
3.2 Rounding Phase
Let the utilizationu; = t}/p; of taskr; in T derived

in the first phase be called thestimated utilizatiorof ;.
In this phase, we derive a feasible schedule based on the

lows: estimated utilizations of the tasks derived in the first phas
minimize > 4 Ei(t;) ie., (uf,us,... ’“I*TI)’ by adopting the.argest-Estimated-
subjectto > xim - ti/pi=1,for m=1,....M Utilization-First strategy. The proposed algorithm is shown
t; >0, Vr; €T, in Algorithm 1 and denoted as AlgorithnEUF:
Zif:l zm =1, V1, €T, and Let T3, denote the set of the tasks assigned to execute on
Tim € {0,1}, Vm=1,...,M, andr; € T, them-th processor, which is an empty set initially,,, de-

notes theotal estimated utilizatiomn them-th processor,
which is defined as the sum of the estimated utilizations of
o P Th e tasks inT;,,,. Tasks are considered to execute on a selected
f&hlel Ei(t) = 2 P(§#)t = 2=, Thereason Why  processor in a non-increasing order of their estimated uti-
t; > 0 comes from the assumptionq'that the available speeddizations. A task under consideration is assigned to execut
are continuous if0, co]. on them-th processor with the smallest total estimated uti-
Our proposed algorithm for the Minimization Problem lization U,,, (Tie-breaking is done by choosing the smallest
of the Energy Consumption for Multiprocessor Scheduling indexm). After all of the tasks ifil" are assigned to execute

whereFE;(t;) is defined as thenergy consumptioto exe-
cute all of the jobs of; in the hyper-period. at the speed



on a specific processor, the utilizationmfis set asU— for

every taskr; in T, That is, the execution time of everyjob
of task7; is set as— The transformation of job execu-
tion times would result in a situation in which the total uti-

lization of tasks assigned on a processor is exactly equal toU
100%. The scheduling of tasks on each processor could be

done successfully by the earliest-deadline-first schaduli
algorithm because the earliest-deadline-first schedaling

gorithm could always schedule periodic real-time indepen-
dent tasks with a total utilization no more than one [15].

The time complexity of Algorithm.euF is O(|T|log |T|).

For the simplicity of representation, any schedule derived

by Algorithm LEUF is denoted a$)| yr.

Algorithm 1 : LEUF
Input: (T, M);
Output: A feasible schedule;
1: if |T| < M then
2:  return the schedule by executing each tasin T at the
speed—L on thei-th processor;
3: letu? be the estimated utilization for, € T;
4: sort T in a non-increasing order of their estimated utiliza-
tions;
5: U1 — U2 — e
Ty — 0;
6: for i = 1to|T|do
7. find the smallest/,,,; (break ties by choosing the smallest
indexm,)
8. Ty« T U{r}andU,, — Uy + u;j;
9: for m = 1to M do
10: for eachtaskr; € Ty, do
11: b —tf X 7
12: return the scheEUIé?LEUF which executes task; in T,
(1 < m < M) at the speed; /t; on them-th processor
in an earliest-deadline-first order;

— Uy < 0, andTy « T «— -+ «—

3.3 Analysis of the Approximation Ratio

For notational brevity, let; be theestimated energy con-
sumptionof the jobs of taskr; in the hyper-period, i.e.,
ef = E;(t7). Let T/ be the subset dI', whereT" consists
of tasks whose estimated utilizations are all strictly thss
1. Thatis, T/ = {~; | t¥/p; < 1,¥7; € T}. For notational
brevity, letT be T \ T. Note that we only focus our dis-
cussions on the case thEt is not empty, since Algorithm

Lemma 3 Suppose thdl,,,- andU,; are the maximum and
the minimum total utilizations, respectively, thén < 1 <
U < 2Up,.

Proof. By definition, we know thalU;, < 1 < Up,«. If

« is equal tol, we know thatl,;, is also equal td by
applying the pigeon-hole principle. For the rest of this dis
cussion, we only focus on the other case fat is greater
thanl. Since the estimated utilization of a task is no greater
thanl, T,,,- consists of at least two tasks. Letbe the last
oneinserted intd@,,-. Since the tasks are assigned in a non-
increasing order of their estimated utilization to exearie
the processor whose current total estimated utilizatioimas
smallest, we knoku < Up+ — uly < Uy, Therefore, we
havelU,,« < 2Ug,. O

Lemma 4 Supposef(z) = k- (2x2)* + (H — k)x* for
a positive numbeH and a non-negative numbér where
0<k<Hand2k-z+ (H —k)-x = H, then

oy < OO
Proof. Since2k-z-+(H—k)-x = H, we knowk = =z,
Therefore,
fl@) =H(@* (2% = 1) +a%(2 - 2%)),
and the derivative of () is
fl(x)=H((a - 1)ma_2(20‘ —1) + azx® 12— 29).

f(z) is maximized atz* when f/(z*) = 0. By solving
f(@*) = 0, we haver* = =D 2D - Ag 3 result, we

a(24—-2)

conclude thaif (z) < f(z*) = —“‘aiz; (22; L H. O
Based on Lemmas 2, 4, and 3, the approximation ratio of
the algorithm could be proved as follows:

Theorem 2 AlgorithmLEUT is a polynomial-time

%-appmmmaﬂon algorithm for the Mini-
mization Problem of the Energy Consumption for Multipro-

cessor Scheduling.

Proof. Letr, be atask ifIl’. Based on Lemma 2 and the
optimality of >°_ _pe;, we have®(S*) > > _pef =
Zﬂ_eTe +er/u ZneT/“ Zﬂ_eTe +eX /u (M —
IT|), whereS* is an optimal schedule faF.

Sinceu? is equal tol for 1 < i < |T)|, thei-th processor

LEUT guarantees to derive an optimal schedule for the other'S aSS|gned only a task ifi ey - Based on Lemma 2, we

case.

e

Lemma 2 For any two tasks;, 7; € T',

2o,
el
[ O™

L
Proof. By the equality ofh; & (t*)a P = h (t) -

in Lemma 1, we know thaff— ; D

J

have
O(SLEUF) = Z e; + Z u—: ©))
reT m=|T|+1
The approximation ratiod of Algorithm LEUF is
M
B(S, > m= 1 (Um)®
A (SLEuF) _ IT]+1 @

®(S*) T M-—|T|



Algorithm LEUF ——

Approximation ratio

Figure 1. The approximation ratio of Algo-
rithm LEUF for different values of «a.

Based on Lemma 3, we ha@&/;, > Uy« > Uy, > Up,
for all |'T| < m < M. Because of the convexity of the
functionUy, of U,,, and the fackU,, — U,, > 0, we have

M
> U <k (2Us)* + (M —|T| = k)(Un)*,
m=|T|+1

where2k - Uy, + (M — |T| — k)Uys, = (M — |T]). Let
f(z) be defined a% - (22)* + (H — k)z* for a positive
numberH and a non-negative numbér wherek < H
and2k -z + (H — k) - = H. By Lemma 4,f(z) <
la=D* 72" ~1)" iy py solving f'(z) = 0. By settingH

e (2o —g)a 1
as (M — |'T|) and considering Equation (4), this theorem is
proved.O

Corollary 1 The approximation ratio of Algorithmeur is
1.412.

Proof. The proof is done by setting as3. O
For different values of, the approximation ratio of Al-
gorithmLEUF is illustrated in Figure 1.

4 Performance Evaluation

In this section, we provide performance evaluation on the
energy consumption of Algorithmeur. We also imple-
mented algorithms in [1, 5], and revised the algorithm [8]
by sorting tasks in a non-increasing ordercgfp;. How-

ever, the performace of these algorithms was much worse

than AlgorithmLEUF since they were proposed for tasks

with the same power consumption function. Hence, another

algorithm, denoted as AlgorithmAND, which is very sim-

ilar to Algorithm LEUF, was simulated for comparison. The
only difference between AlgorithrRAND and Algorithm
LEUF is that tasks are not sorted before the assignment pro
cedure in AlgorithmRAND.

4.1 Workload Parameters and Performance Met-
rics

Each periodic real-time task was generated based on

three parameters: the numligmf jobs within the time in-

terval L, the required CPU cycles, and the coefficient;

of the power consumption function. The valuetpfwas

an integral variable uniformly distributed in the range of
[1,16]. ¢; was an integral variable uniformly distributed in
the range of1, 100], while h; was uniformly distributed in
the range of2,10]. The exponent of the power consump-
tion functions of the processor speedvas set as, i.e.,
P;(s) = h;s®, provided that the threshold voltadg is 0.

To evaluate the effect of the exponent of the power con-
sumption function, we also perform simulations by setting
« as a random variable betwe2r and3 used for a set of
tasks under simulations. The period of taskvas set a%?.

We simulated the algorithms for the effects on the ratio
of the number of tasks to the number of processors. For a
given ration of the number of tasks to the number of proces-
sors, the number of processavs was an integral random
variable betweem0 and30, and the number of tasks was set
as the floor of the multiplication of and M, i.e.,|n - M.

The relative energy consumption ratiwwas adopted as the
performance metric in our experiments. The relative energy
consumption ratio for an input instance was defined as the
energy consumption of the schedule derived by the algo-
rithm to the optimal solution of Equation (2).

4.2 Experimental Results

For the Minimization Problem of the Energy Consump-
tion for Multiprocessor Scheduling, Figures 2(a) and 2(b)
present the average relative energy consumption ratios for
the simulated algorithms whemis in the range 0f2.5, 3]
and is3, respectively. The performance of Algorithraur
was very close to that of the optimal solutions. The aver-
age relative energy consumption ratios for Algoritheur
were less than.01. The average relative energy consump-
tion ratios for AlgorithmrAND were less than.46. When
the ratio of the number of tasks to the number of processors
was small, both of AlgorithmeuF and AlgorithmRAND
might assign a task along with improper tasks on a proces-
sor. Such an assignment might result in a significant in-
crease on the energy consumption of these tasks when the
energy consumption for the other tasks were almost as the
same as that in the optimal schedule. When the ratio of the
number of tasks to the number of processors was small, in
most cases, most processors were assigned with only one
task, and the assignment was almost as the same as that of
an optimal schedule. Therefore, the average energy con-
sumption ratio was relatively small when the ratio of the

‘number of tasks to the number of processors was less than

1.6.

5 Conclusion

In this paper, we explore approximation algorithms for
energy-efficient scheduling of periodic real-time taskerov
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Figure 2. (a) and (b): average relative energy consumption r

multiple processors, where the scheduling problef 8-

38 4

Average relative energy consumption ratio

hard. The task model explored in this work is more general
than many previous studies in energy-efficient multipreces 11,
sor real-time scheduling, where tasks under considemsation

might have different periods, initial arrival times, CPUeex
cution cycles, and power consumption functions. When the

goal is on the minimization of energy consumption, we pro-

pose al.412-approximation algorithm in the derivation of a

feasible schedule.
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