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Abstract

Dynamic voltage scaling (DVS) has become a well-known and effective technique to exploit energy-performance trade-off in real-time embedded systems where energy imposes a major constraint. We focus on frame-based real-time systems that execute variable workloads with the goal of minimizing expected energy consumption in the system while still meeting the deadlines. In our previous publication [15], We showed that failing to capture the dynamic behavior of the tasks by the existing DVS schemes lead to suboptimal power management and proposed an optimal DVS scheme under the assumption of unrestricted continuous frequency. Although issues that arise when applying the optimal DVS scheme in practice were discussed in [15], it remains unknown how it performs in the real world. In this paper, we present demonstration and extensive evaluations of our DVS scheme, including comparison with the existing DVS schemes.

1 Introduction

Energy conservation is critically important for many real-time systems such as battery-operated embedded systems which have a restricted energy budget [13]. Dynamic voltage scaling (DVS), which involves dynamically adjusting the voltage and frequency of the CPU, has become a well-known technique in power management for real-time embedded systems. Through DVS, quadratic energy savings can be achieved at the expense of just linear performance loss [17, 6]. Thus, the execution of tasks can be slowed down in order to save energy, as long as the deadline constraints are not violated. A natural problem that arises from this context is how to minimize the energy consumption in the system while still meeting the deadlines. The problem is often reduced to determining a task’s speed (or equivalently, determining the amount of time allotted to a task) before it is scheduled to execute in the system.

The systems under our consideration are frame-based hard real-time embedded systems that execute variable workloads. The tasks in these systems exhibit dynamic behavior in the sense that they usually run for less than their worst-case execution times (WCET) and the execution time of the tasks is unpredictable before their execution. Therefore, the design goal of DVS schemes becomes minimizing the expected (total) energy consumption in the system.

In our previous publication [15], we showed that failing to capture the dynamic behavior of the tasks by the existing DVS schemes lead to suboptimal power management and proposed an optimal DVS scheme under the assumption of unrestricted continuous frequency. We also extended the DVS scheme to take into consideration the practical issues, such as minimum and maximum frequency restriction, and provided solutions to the problems. However, it remains unknown how our DVS scheme performs under all the practical considerations. In this paper, we present demonstration and extensive evaluations of our DVS scheme to show that our DVS scheme can achieve significant energy savings over the existing schemes.

This paper is organized in the following way. We first present the related work in Section 2. The system and task model are described in Section 3. A motivational example is given in Section 4. Evaluation results are presented in Section 5. We end the paper in Section 6 with concluding remarks.

2 Related Work

Although much work has been done on exploring DVS in real-time environments, we will focus on the related work that takes into consideration actual (not worst-case) execution time of tasks. This is because real-time applications usually exhibit a large variation in actual execution times (e.g., [3] reported that the ratio of the worst-case execution time to the best-case execution time can be as high as 10 in typical applications; our measurements in [12] show that this ratio can be as high as 100), and thus the DVS schemes that use exclusively worst-case execution time lack the advantage of unused computation time. Besides frame-based
real-time systems, we will also focus on the related work that applies to periodic real-time systems because frame-based real-time system is a special case of periodic real-time system.

DVS in real-time applications is categorized as inter-task or intra-task voltage scaling [7]. Inter-task schedules speed changes at each task boundary, while intra-task schedules speed changes within a single task. For inter-task voltage scaling, Mossé et al. [10] introduced the concept of speculative speed reduction and proposed three DVS schemes with different speed reduction aggressiveness for frame-based real-time systems. Aydin et al. [2] and Pillai et al. [11] independently proposed DVS schemes for achieving high energy savings for periodic real-time systems. They both precompute a static optimal schedule assuming that each task runs for WCEC and when a task runs for less than its WCEC, the scheduler uses the slack to create a new schedule for the remaining tasks. However, the exclusive use of static information in designing DVS schemes by [10, 2, 11] leads to suboptimal power management for the system. Our new DVS scheme makes use of both static and dynamic information to design the speed schedule. To be able to navigate the full spectrum of speculative speed reduction, in [2] system designers can set a parameter to control the degree of speed reduction aggressiveness. Our DVS scheme chooses the degree of speed reduction aggressiveness automatically, based the probability distribution of the workload of the tasks, to minimize the expected energy consumption.

For intra-task voltage scaling, Lorch et al. [8] have shown that if a task’s computational requirement is only known probabilistically, there is no constant optimal speed for the task and the expected energy consumption is minimized by gradually increasing speed as the task progresses, which is an approach named as Processor Acceleration to Conserve Energy (PACE). Practical PACE (PPACE) [16] takes into consideration a number of practical issues and improves the performance of PACE. However, PACE and PPACE have only been studied for single task when considering hard real-time guarantee. In [9], PACE is used for soft real-time systems when the system has only one task but the maximum speed is used when the system has multiple tasks. In [15], we present the theoretical results of using PACE for multiple tasks with a single hard deadline (frame length). We also show that a naive extension of PACE for multiple tasks is not recommended in Section 4.

Gruian et al. [4, 5] found that different ordering of tasks in real-time systems results in different energy consumption and proposed a number of heuristics to obtain a "good" ordering of tasks. This is complementary to our work because we focus on finding optimal speed schedule given the ordering of tasks. We also propose a new heuristics for task ordering in [15].

AbouGhazaleh et al. [1] proposed a hybrid compiler-operating system intra-task DVS scheme for energy consumption of time-sensitive embedded applications. Our scheme is implemented at the operating system level and assumes no access to application source codes.

3 Task and System Model

We consider a frame-based task model with $N$ periodic tasks in the system, all ready at time zero. The task set is denoted by $T = \{T_1, T_2, \ldots, T_N\}$. Each task $T_i$ ($1 \leq i \leq N$) is characterized by its worst-case execution cycles (WCEC) $W_i$ and the probability density function of its execution cycles $P_i(x)$, which denotes the probability that task $T_i$ executes for $x$ ($1 \leq x \leq W_i$) cycles. Obviously, we have $\sum_{x=1}^{W_i} P_i(x) = 1$ and $P_i(W_i) \neq 0$.

The average-case execution cycles (ACEC) of $T_i$ can be computed as $\sum_{x=1}^{W_i} P_i(x) \cdot x$. All task periods are identical and all task deadlines are equal to their period. The common deadline/period (also known as frame length) is denoted by $D$. The execution of the frame is to be repeated and all tasks must be executed during each frame. There are two possible relationships among the tasks: (1) they are all independent, which means that the execution order is flexible; (2) they must execute consecutively in a specific order, where the tasks can be treated as sequential sections of a single application.

The tasks are to be executed on a variable voltage processor with the ability to dynamically adjust its frequency and voltage on application requests. Because processor is the major power consumer for many embedded systems, reducing processor energy consumption has a significant impact on the overall system energy consumption. In deriving our DVS scheme [15], we assume that the processor frequency can be adjusted continuously from 0 to infinity. We also discuss the more realistic cases, such as the processor has minimum and maximum frequencies, in [15]. The processor power consumption when running at frequency $f$ is $c_0 + c_1 f^\alpha$ ($\alpha$ is a constant that is at least 2) where $c_0$ and $c_1$ denote the power consumption of the processor when idle and the maximum dynamic power respectively. The dynamic power is determined by the processor operating frequency and the maximum dynamic power is the dynamic power consumed when the processor is operating at the maximum frequency.

4 A Motivational Example

In this section, we give a motivational example through which we review the existing DVS schemes and illustrate our new DVS scheme.

Suppose that there are 3 tasks in the frame-based real-time system whose frame length is 14 time units. The workload of a task in expressed in super cycles. A super cycle
Table 1. The parameters for the 3 tasks in the motivational example

<table>
<thead>
<tr>
<th>Task</th>
<th>WCEC</th>
<th>P(x)</th>
<th>ACEC</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_1$</td>
<td>2</td>
<td>0.91</td>
<td>1.1</td>
</tr>
<tr>
<td>$T_2$</td>
<td>4</td>
<td>0.9001</td>
<td>1.3</td>
</tr>
<tr>
<td>$T_3$</td>
<td>2</td>
<td>0.55</td>
<td>1.5</td>
</tr>
<tr>
<td>$T$</td>
<td>8</td>
<td>0.0455, 0.45, 0.045, 0.045, 0.05, 0.005</td>
<td>3.9</td>
</tr>
</tbody>
</table>

Table 2. The comparison of all DVS schemes for the motivational example

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Expected energy consumption per frame</th>
<th>Saving</th>
</tr>
</thead>
<tbody>
<tr>
<td>naive PACE</td>
<td>0.7953</td>
<td>23%</td>
</tr>
<tr>
<td>proportional</td>
<td>0.7733</td>
<td>21%</td>
</tr>
<tr>
<td>greedy</td>
<td>0.7388</td>
<td>17%</td>
</tr>
<tr>
<td>statistical</td>
<td>0.6771</td>
<td>10%</td>
</tr>
<tr>
<td>our scheme</td>
<td>0.6097</td>
<td></td>
</tr>
</tbody>
</table>

consists of a certain number of CPU cycles. The tasks are required to be executed in the order of $T_1, T_2,$ and $T_3$. The parameters for the 3 tasks are shown in Table 1. We also treat the three tasks as a single task $T$ and its parameters are computed from those of the 3 tasks. $T$ is used for the naive extension of PACE shown at the end of this section. For the processor, we suppose that $c_0 = 0$ and $c_1 = 1$. The maximum speed of the processor is 1 super cycle per time unit and the minimum speed of the processor is 0.

The existing DVS schemes can be categorized into 3 schemes: proportional scheme, greedy scheme, and statistical scheme. The proportional scheme and greedy scheme only make use of WCEC and deadline information. The proportional scheme distributes the slack proportionally among all unexecuted tasks. Thus, in the example, the proportional scheme will start executing $T_1$ using speed $\frac{2^{4+1+2}}{14} = 0.5714$. The greedy scheme is more aggressive, because it gives all the slack to the next ready-to-run task. Therefore, the greedy scheme will start executing $T_1$ using speed $\frac{2}{14-(4+2)/1} = 0.25$. Note that the greedy scheme is using the lowest possible speed to execute the next task. The statistical scheme tries to take advantage of the average-case execution cycle (ACEC) of the tasks, to distribute the reclaimed slack, the natural slack, and the slack that would appear in the system if other tasks were to finish early. To guarantee that the deadline is not missed, the statistical scheme chooses the maximum of the speed obtained from the greedy scheme and the speed computed based the ACEC of the tasks. Thus, the statistical scheme will start executing $T_1$ using speed $\max(0.25, \frac{2^{4+1+1.5+1.3+1.5}}{14}) = 0.2786$.

After a task finishes, the system reclaims the slack created by the task if it runs for less than its WCEC, and compute the speed of the next task recursively. This is also a common part of all DVS schemes, including our new DVS scheme that will be introduced below. Let us see how they compute the speed for $T_2$ after $T_1$ finishes. Suppose that $T_1$ only runs for 1 super cycle. Then the time left for executing $T_2$ and $T_3$ in the proportional scheme is $14 - \frac{2^{4+2}}{12.2499} = 12.2499$, and speed $\frac{4+2}{12.2499} = 0.4898$ will be used to execute $T_2$. Similarly, the greedy scheme will use speed $\frac{4}{14-1/0.25-2/1} = 0.5$ to execute $T_2$, and the statistical scheme will use speed $\max(\frac{4}{14-1/0.25-2/1}, \frac{1.3+1.5}{14-1/0.25-2/1}) = 0.4756$ to execute $T_2$.

Intuitively, when tasks tend to run close to their WCECs, the proportional scheme would perform well; when tasks tend to run much less than their WCECs, the greedy scheme would have good performance. The statistical scheme tries to strike a balance between proportional scheme and greedy scheme. However, none of them is optimal in terms of minimizing the expected energy consumption in the system.

Our DVS scheme incorporates the dynamic behavior of the tasks into the speed schedule. The dynamic behavior of the tasks is captured by the probability density function of the workload of the tasks, which is represented by histograms in practice. When using profiling to obtain WCEC and ACEC, the probability density function of the workload of the tasks can be also learned at the same time, only requiring certain amount of additional storage.

Our new DVS scheme first precomputes offline a time allocation percentage $\beta_i$ for each task $T_i$. When task $T_i$ is ready to run, our scheme allocates $\beta_i$ of the time left in the current frame to $T_i$, set the speed such that $T_i$ is guaranteed to finish within the allotted time in the worst case. In the example, the time allocation percentages for $T_1, T_2, T_3$ can be computed (as will be described in Section ??) to be equal to 39.38%, 76.19%, 100%, respectively. Thus, our scheme will use speed $\frac{39.38\% \times 4}{14} = 0.3628$ to execute $T_1$. If $T_1$ runs for 1 super cycle, then the time left for executing $T_2$ and $T_3$ is $14 - \frac{1}{0.3628} = 11.2737$. Then our scheme will use speed $\frac{76.19\% \times 11.2737}{14} = 0.4657$ to execute $T_2$. Table 3 shows the expected energy consumption per frame for all DVS schemes and the savings of our scheme over the other schemes. In [15], we prove that our scheme minimizes the expected energy consumption in the system under the assumption of unrestricted continuous frequency.

Finally, we show through the motivational example that a naive extension of PACE (or, naive PACE for short) cannot obtain energy savings over the DVS schemes that do not use intra-task voltage scaling. Since PACE has only been studied for a single task, the naive PACE treats all the tasks as a single super task and derives its parameters (WCEC and
probability distribution of the workload) from those of the original tasks. For the motivational example, the parameters for the super task $\hat{T}$ are shown in Table 1. For this super task, using PACE [8] will result in expected energy consumption per frame of 0.7953, which is the worst of all DVS schemes discussed so far. The reason why the naive PACE fails is that treating all tasks as a single super task results in loss of information (i.e., the termination of tasks), losing the opportunity for dynamic slack reclamation. For instance, if task $T_1$ runs only for 1 super cycle, we can be sure that the rest of workload in the current frame is at most 6 super cycles. However, the naive PACE still assumes that the rest of workload is 7 super cycles in the worst case. In [15], we show that PACE must be used for executing individual tasks in order to obtain further energy savings over the DVS schemes that do not use intra-task voltage scaling.

5 Evaluation

The optimality of our new DVS scheme [15] is based on the assumption of unrestricted continuous frequency which does not hold in practice. Therefore, we also discuss the issues that arise when our DVS scheme is used in practice and provide solutions to the problems in [15]. However, it remains unknown how it performs under those practical considerations. To answer this question, we conducted extensive simulations for different power models and different workloads.

5.1 Power Models

We used two power models in our simulation. The first power model is a synthetic processor that strictly conforms to the $p(f) = f^3$ power-frequency relation and has 10 discrete frequencies ranging from 100MHz to 1000MHz with 100MHz step; its idle power is zero. The second power model is the Intel XScale (Table 3) [14]. For the idle power of Intel XScale, we assume that the CPU operates at the lowest frequency (i.e., 150 MHz) when idle. This is equivalent to say that the idle power is 80 mW. The power function for XScale used in deriving $\beta_i$’s is

$$p(f) = 80 + 1520 \left( \frac{f}{1000} \right)^3$$  \hspace{1cm} (1)

where $f$ is the frequency. Figure 1 shows that Equation (1) is a good approximation of the actual power function of Intel XScale.

5.2 Synthetic Workloads

A frame-based real-time systems is characterized by the number of tasks, the WCEC of each task, the probability distribution of the workload of each task, the frame length. We simulated system that have 5, 10, 15, 20 tasks, respectivley. We only show the results for the systems with 5 tasks because the results for systems with different number of tasks are similar. The WCEC of each task is randomly generated from 10,000,000 cycles to 1,000,000,000 cycles. The probability density function of each task’s actual execution cycles is randomly chosen from 6 distributions shown in Figure 2. The bin width of the histograms denoting the probability density functions is 1,000,000 cycles. For each combination of the tasks, we computed the worst-case finishing time ($t$) for a frame running at the highest speed. Then we varied the frame length from $\frac{1}{2}t$ to $4t$. For each simulated system (i.e., for each run with a set of tasks), we evaluated 8 DVS schemes: proportional without PACE (P), proportional with PACE (PP), greedy without PACE (G), greedy with PACE (GP), statistical without PACE (S), statistical with PACE (SP), our scheme without PACE (O), our scheme with PACE (OP). For each experiment, we generated 100,000 frames and computed the average energy consumption per frame for each scheme. Under this experimental setup, we conducted over one million runs and averaged the results (which are shown here).

For all the simulations using the synthetic CPU, the best scheme is always scheme O or OP, but scheme OP is only better than scheme O for 13.6% of the time with an average saving of 1.2% over scheme O. For all the simulations using XScale, the best scheme is always scheme O. Note that, in

<table>
<thead>
<tr>
<th>Speed (MHz)</th>
<th>150</th>
<th>400</th>
<th>600</th>
<th>800</th>
<th>1000</th>
</tr>
</thead>
<tbody>
<tr>
<td>Voltage (V)</td>
<td>0.75</td>
<td>1.0</td>
<td>1.3</td>
<td>1.6</td>
<td>1.8</td>
</tr>
<tr>
<td>Power (mW)</td>
<td>80</td>
<td>170</td>
<td>400</td>
<td>900</td>
<td>1600</td>
</tr>
</tbody>
</table>

Table 3. XScale speed settings and power consumptions

![Figure 1. Approximate power function for Intel XScale](image-url)
the simulations, we ignore the speed change overhead and online scheduling overhead, and thus we favor schemes using PACE. For the other schemes, scheme PP outperforms scheme P most of the time, but scheme G (S) outperforms scheme GP (SP) most of the time. The simulation results support our conjectures about using PACE in frame-based real-time systems in [15]. Therefore, PACE is not recommended in our scheme.

Next, we compare our scheme with other schemes, all without using PACE. Figure 3 shows the maximum and average energy savings of our scheme over other schemes for both the synthetic CPU and XScale. From the figure we can see that our DVS scheme achieves significant energy savings over other schemes. The reason why energy saving for XScale is less than the synthetic CPU is that the minimum speed of the synthetic CPU is less than that of XScale and the number of speeds of the synthetic CPU is greater than that of XScale.

5.3 Automatic Target Recognition (ATR)

The ATR application\(^1\) does pattern matching of targets in images. In ATR, the regions of interest (ROI) in one image are detected and each ROI is compared with all the templates. The number of target detections in each frame varies from 0 to 8 detections. Image processing time is proportional to the number of detections within an image.

In our system model, a front-end is responsible for collecting images and sending the images periodically to a back-end equipped with an Intel XScale CPU for target recognition. The back-end is required to finish processing all the images that it receives by the end of the period (frame) in order to process the next batch of images in a timely fashion. The period is 100 ms and the front-end sends 1 to 6 images to the back-end for one period.

Each task processes an image with 1 to 8 ROIs. We obtained the probability distribution of the workload of the task by profiling on a training image set, then precomputed the speed schedule (that is, computed the \(\beta_i\) values, see Section ??) for having 1, 2, 3, 4, 5, 6 images to be processed in one period (frame), respectively. The six speed schedules are stored in the back-end. When a period begins, the back-end counts the number of images received and applies the corresponding speed schedule. Figure 4 shows the energy savings of our scheme over other schemes when the back-end has 1, 2, 3, 4, 5, 6 images to process. From the figure we can see that our scheme can achieve an average of 11.04% energy savings (not counting the case for 1 image because all schemes achieve the same performance in this case) over the next best scheme.

\(^1\)The original code and data for this application were provided by our industrial research partners.
6 Conclusions

In this paper, we present demonstration and extensive evaluations of a DVS scheme proposed in our previous publications. We first review the existing DVS schemes and illustrate our DVS scheme through a simple motivational example. Then we evaluate the existing DVS schemes and our DVS scheme through different power models and different workloads. Evaluation results show that our DVS scheme can achieve significant energy savings over the existing schemes. Another important conclusion from this work is the demonstration that using only static information or aggregating dynamic information, even with probabilistic techniques, will not produce as good results as when dynamic information for each task is considered separately.

Future work will investigate the case of the problem where different tasks have different deadlines.
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Abstract
We present a new policy to improve power saving in hard real time systems guaranteeing all tasks deadlines based on a moving average frequency reduction. Our study focus on the improvement obtained using this policy on the low power dual priority scheduling algorithm [3]. The resulting modified algorithm uses the total workload, the task execution history and the breakdown utilization to estimate the average minimum frequency of the processor to accomplish maximal energy reduction while meeting deadlines. The moving average strategy has been proposed to estimate the empirical execution time beyond the WCET, then updating the processor frequency for every task accordingly. We have performed extensive simulations that show a considerable enhancement in energy saving compared to original low power dual priority scheduling algorithm.

Keywords: Static priorities, power aware scheduling, Dynamic Voltage Scaling, Worst Case Execution Time.

1. Introduction
The energy consumption in portable and hard real time systems is a fundamental problem in the design of modern computational devices [1]. A lot of efforts have been made during the last decade to minimize this drawback, but the high performance of modern microprocessors and microcontrollers jointly with the increasing functionality of them obtained via software still require improvements in the power-efficiency context.

The dynamic power consumption in CMOS circuits is given by the equation $P \approx p_i C_i V_{DD}^2 f$, where $P$ is the power consumption, $p_i$ is the probability of switching in power transition, $C_i$ is the load capacitance, $V_{DD}$ is the voltage supply and $f$ is the operating clock frequency. Since the power has a quadratic dependency on the supply voltage, it is always energetically favorable scaling the voltage supply down. If the processor uses the voltage scaling technique to scale frequency, the relation between power and frequency is given by $P(f) \propto C_i V_{DD}^2 f \approx k f^3$ [2-4]. The main techniques that take advantage of this non-linear dependence are: Clustering Voltage Scaling and Dynamic Voltage Scaling (CVS and DVS) [5-6]. Its functioning is based on the reduction of the voltage supply along with the processor frequency, and have been successfully used in many applications.

In hard real time systems these techniques could affect adversely the system performance, because time restrictions are critical. Nevertheless, the DVS technique is used in hard real time systems via power aware scheduling algorithms that determine the operating frequency of the processor that guarantees all real-time constraints while minimizing the energy consumption. Generally speaking, the scheduling algorithms reduce the voltage supply along with the processor operating frequency whenever the full system performance is not necessary and the tasks deadlines are not going to be compromised. Basically, these power aware schedulers use the idle time intervals to slow down the processor, executing tasks at reduced operating frequency.

To calculate the abovementioned reduction of the operating frequency, there are mainly two different approaches: static and dynamic [6-10]. In the static approach, the frequency is calculated for each task independently off-line, before runtime. Once the execution starts the frequency could be readjusted on-line depending on the dynamic slack that has been generated – i.e. part of the worst case execution time not consumed [8]. In the dynamic approach, the operating frequency is calculated on-line, just before running each task, once the scheduler knows exactly what the history about the previous executed tasks have been and when the rest of tasks will arrive [9-10].

We will focus our attention on the dynamic approach. In this approach, whenever it exist more than one task in the system, the operating frequency reduction could be performed following at least three general policies:

- Executing ready tasks at the maximum processor operating frequency, and reducing the operating frequency only to execute the last task in the system. This conservative approach cannot use the idle time that could appear if the last task does not consume all its WCET because there is no task ready to be executed. The Low Power Fixed Priority algorithm [11] uses this policy. See the sketch a) in Figure 1.
Executing the first task at reduced speed and the following tasks at maximum operating frequency, this is a greedy approach. The first task executed uses the maximum possible idle time to reduce the clock operating frequency while the rest of tasks have to be executed necessarily at the maximum operating frequency. The advantage of this policy is that if a task does not consume all its WCET, the following task can use this time and then its operating frequency can be reduced. The Power Low Modified Scheduling Algorithm [3,12] uses this policy. See the sketch b) in Figure 1.

Executing all ready tasks at some reduced operating frequencies whenever is possible. This scheme is similar to the static calculation of the operating frequency. Within this scheme all tasks execute at reduced operating frequency, trying to avoid any task execution at maximum operating frequency. In this case if the tasks finishes earlier, the slack generated can be used to reduce the operating frequency of the next task. See the sketch c) in Figure 1.

In this paper, we expose how to implement a dynamic approximation to the latest policy.

To motivate our work, based on the execution of tasks at a certain average frequency, let us compare the differences in energy saving obtained using the three aforementioned policies in a toy model. Let us assume a task set formed by two tasks, task 1 and task 2, with a period and deadline of 100 time units, and a WCET of 30 time units each. Their execution is sketched in Figure 1.

Depending on the different operating frequencies at which the tasks represented in Figure 1 are executed, the total energy consumption values are: a) $E=3.52$, b) $E=3.52$ and finally in c) $E=2.16$. Note that, in the latest policy, both tasks execute at a certain average operating frequency that shows to be clearly energetically favorable. This efficiency relies on the fact that the maximum operating frequency has been avoided, and because the relation between energy consumption and operating frequency is quadratic.

Note that the value for the average frequency used in Figure 1c corresponds exactly to the processor utilization percentage, in our case 60%, and this indicates a strong relationship between them. A similar approach considering the frequency reduction as a function of the processor utilization has been used in [9,10] for the Earliest Deadline First scheduling (EDF).

The rest of the paper is structured as follows: in section 2 we set the framework of the system, in section 3 we present a simple example of efficient reduction for Rate Monotonic scheduling. In section 4, we expose the modifications in the low power dual priority algorithm. In section 5, we compare the efficiency of the described policy with two energy aware scheduling algorithms.

Finally in section 6 we present the conclusions of the current work.

![Figure 1: Three possible policies for tasks execution at different operating frequencies: a) task 1 is executed at the maximum operating frequency, and task 2 is executed at 0.42 of the maximum operating frequency; b) task 1 is executed at 0.42 and task 2 executes at the maximum operating frequency; c) the execution of both tasks is at 0.6 of the maximum operating frequency.](image)

2. Framework

We consider task sets consisting on n independent periodic tasks, $\tau_1, \ldots, \tau_n$, each task $\tau_i$ characterized by a 3-tuple $(C_i, T_i, D_i)$, where $C_i$ is the worst case execution time of $\tau_i$. For each task instance the execution time varies from 0.1*$C_i$ to $C_i$. $T_i$ stands for its period (or minimum inter-arrival time), and $D_i$ is its relative deadline. The tasks sets are scheduled using a fixed priority pre-emptive algorithm in a multi-operating frequency processor.

The computation time overhead for context switching and for the scheduler are assumed to be negligible. The extent to which these assumptions are realistic is discussed in the analysis of the algorithm given in [14] and it turns out to be practical if the switch is subsumed to the worst-case execution times of the different tasks. We also assume that the voltage scaling overhead is negligible; the safeness of the system under these conditions is proved on theorem 1 of the work by Shin and Choi [11]. When the processor is powered down we consider zero energy consumption. Note that we also are assuming that the energy consumption is minimized whenever the supply voltage is scaled down. A recent work [15] has pointed out that there exists some practical processors with energy-inefficient operating frequencies for which this hypothesis does not hold, in these cases the current approach should be correctly applied avoiding to enter the range of non-operating frequencies.

The whole system will be characterized by the processor utilization (U) and the breakdown utilization (BU) [16,17]. The Processor Utilization (U) is defined as:

$$U = \sum_{i=1}^{n} \frac{C_i}{P_i D_i}$$

and the BU is defined as the fraction of the utilization factor that marks the border for a system to be
schedulable. To calculate BU, each execution time $C_i$ in a
given task set is multiplied by a constant scaling factor $\alpha$
while the periods remain fixed. The task set is scaled to the
point at which it is just schedulable, such that any
increment of $\alpha$ would cause at least one task to miss its
deadline. The utilization of the task set at that point, $\Sigma$
($\alpha C_i/T_i$) is the BU [17]. This scaling factor affects
schedulability the same way the operating frequency
reduction affects, then the BU should be considered as a
lower bound to the static operating frequency reduction.

3. Average frequency reduction policy
Suppose that we have a system with only one task
whose period and deadline is set to 100 time units and
whose WCET is set to 60 time units. The processor
utilization is 60%, the hyper-period is 100 and the
Breakdown Utilization is 100 %, that is, we can scale the
task set up to a real utilization of 100% (i.e. no idle time).
In this simple situation, the execution frequency should be
set exactly to 0.6 of the maximum processor frequency
(corresponding to 60(workload)/100(time units). Note that
in this case the frequency reduction is optimal, i.e. a
reduction below 0.6 makes the system not to meet the
deadlines and a reduction over 0.6 will imply larger
energy consumption.

Let us now consider an heterogeneous task set (see
Table 1). The system is characterized by $U=80\%$ and
BU=88%. If the scheduler extrapolates the average
frequency policy presented before, the estimated
frequency turns out to be 0.8. Using this frequency, the
WCRTs (Worst Case Response Time) of tasks are 3.75,
26.25 and 63.75 respectively, and therefore Task$_2$ misses
its deadline. This simple example shows that this
frequency reduction is not feasible due to the real time
constraints. A more accurate estimation of the average
frequency in this case should take into account that the
spawning time of tasks in a Fixed Priority system is
constrained by the BU to 88%, then the appropriate
frequency should be represented by the ratio U/BU. Using
this ratio, the frequency reduction is 0.91 and the WCRTs
of tasks are 3.34, 23.36 and 59.4 respectively, consequently all deadlines are meet.

<table>
<thead>
<tr>
<th>Task</th>
<th>Period</th>
<th>Deadline</th>
<th>WCET</th>
<th>WCRT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Task$_1$</td>
<td>10</td>
<td>10</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Task$_2$</td>
<td>40</td>
<td>40</td>
<td>12</td>
<td>18</td>
</tr>
<tr>
<td>Task$_3$</td>
<td>60</td>
<td>60</td>
<td>12</td>
<td>33</td>
</tr>
</tbody>
</table>

Table 1: Characteristics of the task set.

The determination of the average frequency reduction
in a more general situation where there are N tasks in the
system competing for real time execution is far more
complicated. In this scenario, the tasks priorities as well as
the constraints imposed by the deadlines increase
the complexity of the optimization problem. An off-line
optimization algorithm will not provide the correct values
due to the dynamic interferences that take place on-line,
and on the other hand an optimization algorithm on-line
will require as much computational resources as the real
time system itself.

Our idea in this general case is to use the ratio U/BU
as an estimation of the average frequency. To show the
reliability of this estimation, we analyze the behavior of
Rate Monotonic scheduling using an average frequency
reduction policy.

In Figure 2, we present the results of the average
operating frequency for different Us and BUs. Symbols
represent the empirical frequency we found via simulation
(the simulate the execution of all tasks sets reducing
progressively the processor operating frequency from the
maximum to the minimum, to all tasks in each task set. We
stop when one deadline is missed), while the lines
represent the theoretical estimation of this frequency using
the ratio U/BU.

![Figure 2: Lowest feasible frequency vs breakdown utilization for 4000 random task-sets with 8 independents task characterized by non-harmonics periods. Different symbols correspond to processor utilizations ranging from 60% to 95%. Lines represent the theoretical estimation based on the ratio U/BU.](image)

4. The Enhanced Power Low Dual Priority
The benefits in energy saving obtained in the Rate
Monotonic Algorithm by applying the average operating
frequency policy can be generalized to other fixed priority
and fixed pre-emptive scheduling algorithms.

In particular, we are interested to extend these results
to the Power Low Modified Dual Priority Scheduling
algorithm (based on the Dual Priority scheduling [14])
because its adequacy to manage power saving in more
complex scenarios that could include aperiodic requests
and because its performance has been contrasted against
other fixed priority algorithms [11]. The original Power
Low Dual Priority Scheduling algorithm (PLMDP) [12]
guarantees to meet the temporal constraints and a
significant energy consumption reduction.

Based on the results obtained for the RMA we propose
the use of a balanced operating frequency reduction policy
that gives to all ready tasks the opportunity to reduce its
execution operating frequency. The balance is intended to provide an average operating frequency according to U/BU and it is controlled dynamically. Qualitatively the idea work as follows: If a task should execute at a certain operating frequency higher than the estimated average to meet its deadline, then the following tasks try to execute at an operating frequency lower than the estimated average to compensate the global effect in the system. Then our algorithm is designed to achieve an average operating frequency according to the ratio U/BU while meeting deadlines. BU is statically calculated off-line.

The PLMDP defines three levels of priorities that are organized as follows, the highest level, or upper run queue (URQ) is for tasks that can no longer be delayed by less priority tasks otherwise they could miss their deadlines. The lowest level, or lower run queue (LRQ) occupied by those periodic tasks whose execution time can still be delayed without compromising their deadlines. The aperiodic tasks are queued in the aperiodic run queue (ARQ) between the URQ and the LRQ. At the beginning of each hyper-period the remaining processor utilization (W<sub>rem</sub>) is set to the total workload of the task set.

The scheduling algorithm is driven by the following events:

1. Promotion time instant (Tp<sub>p</sub>) [12] The moment at which the task is promoted from the LRQ to the URQ. At this moment the task can pre-empt a lower priority task currently in execution (periodic or aperiodic). At this time instant, W<sub>rem</sub> is updated according to its real use, it is decremented by the consumed time of the pre-empted task.

2. Activation time (Ta). The task is queued in the LRQ sorted by its promotion time instant. At this moment this task can pre-empt a lower priority periodic task currently in execution, and W<sub>rem</sub> is updated.

3. Task finalization time. At this time instant, W<sub>rem</sub> is decremented by the consumed time plus the spare time of this task. After that, the highest priority task from the highest non-empty priority level (i.e. URQ, ARQ or LRQ, in this order) is selected for execution.

In the new algorithm Enhanced Power Low-Dual-Priority EPLDP, the processor operating frequency is individually calculated for each task, once the scheduler decides which task must be executed (Figure 3). The algorithm reduces the operating frequency at the maximum value between the frequency estimated by the original PLMDP, and the ratio between the processor utilization and the breakdown utilization: U<sub>rem</sub>/BU. This operating frequency is the lowest frequency that assures that no deadline will be missed. Before to calculate the operating frequency U<sub>rem</sub> is updated to the ratio between the workload that remains to be executed and the remaining time to arrive to the end of the hyperperiod.

\[
U_{rem} = \left( \frac{W_{rem}}{\text{hyperperiod} - tc} \right)
\]

Summarizing, the resulting algorithm (EPLDP) works as follows:

L1 if not empty (URQ) then
L2 Active Task = URQ,head;
L3 if URQ,head.next = NIL and empty (ARQ) then
L4 \[
Frequency = \max \left( \frac{\min(Tp_k - tc,\text{remaining})}{\min(Tp_k, Td_j) - tc} \right) \frac{U_{rem}}{BU}
\]
L5 else
L6 Frequency = MAX_FREQ;
L7 endif
L8 else
L9 if not empty (ARQ) then
L10 Active task = ARQ,head;
L11 else
L12 if not empty (LRQ) then
L13 Active task = LRQ,head;
L14 if Tp<sub>k</sub> < Tp then
L15 \[
Frequency = \frac{U_{rem}}{BU}
\]
L16 else
L17 \[
Frequency = \max \left( \frac{\min(Tp_k - Tp_j,\text{remaining})}{\min(Tp_k, Td_j) - tc} \right) \frac{U_{rem}}{BU}
\]
L18 endif
L19 else
L20 Set timer to (next Ta, - wake up delay);
L21 Enter power-down mode;
L22 endif
L23 endif
L24 endif
L25 execute active task at calculated operating frequency;

Figure 3: Enhanced Power Low-Dual-Priority (EPLDP) Scheduling.

1. If there is not any ready task in the system we set the timer to the next arriving task minus the wake up delay, and power down the processor.
2. If there is more than one task in the URQ then it must be executed at the maximum operating frequency.
3. If there is only one task in the URQ then it can be executed at low frequency:

\[
Frequency = \max \left( \frac{\min(Tp_k - Tp_j,\text{remaining})}{\min(Tp_k, Td_j) - tc} \right) \frac{U_{rem}}{BU}
\]

Eq 3

where Tp<sub>k</sub> is the promotion time instant of any task in the system excluding the current executing task, remaining, is the non-executed worst execution time of the current task, Td<sub>j</sub> is the deadline of the current task, and finally tc is the current time. The desired operating frequency is based on the remaining workload, the remaining time to the hyper-period, and the BU.

4. If there is not any task in the URQ but there are some tasks in the LRQ then we can execute at the average operating frequency U<sub>rem</sub>/BU.

At practice only certain discrete values of the frequency of the clock, and then speed, are attainable depending on the accuracy of the tuning, in this case the
frequency selected should be a frequency equal or larger than the frequency obtained by the calculations to ensure time constraints.

The algorithm is designed to achieve an average operating frequency equal to the ratio $U_{\text{real}}/BU$. This average is achieved whenever all tasks consume the 100% of its WCET. When the WCET is not totally consumed then this average is overestimated (in the next section we will discuss how to take advantage of this fact). The performance of the PLMDDP is flexible to different WCET consumptions adapting is behavior when needed. At a certain critical value of the WCET consumption we expect PLMDDP to overcome the performance of the EPLDP because this overestimation. In figure 4 show the experimental critical curve for the WCET consumption delimiting the area of efficiency of both algorithms.

\begin{figure}[h]
\centering
\includegraphics[width=0.4\textwidth]{fig4}
\caption{Critical line showing the transition performance between EPLDP and PLMDDP. Above the line EPLDP is energetically favorable, below the line the PLMDDP is energetically favorable. The line is obtained by simulation of 100 tasks sets (formed by 8 tasks each one) for each value of the processor utilization, varying the processor utilization in 5% each step. Harmonic periods from 1024 to 65536 are considered. The maximum task workload is set to 20%.}
\end{figure}

5. Moving average estimation of the empirical utilization of the processor

The WCET of a task depends on both the program flow and architectural factors like pipelines and caches. It must guarantee and not underestimate the real execution time, but often provides an overestimation of it. To reach maximum effectiveness of the use of the processor, the overestimation of the empirical execution time should be as small as possible. But note that as the processors have more complex features like for example out-of-order execution, the overestimation becomes usually large.

We want to point out that a dynamic estimation of the real utilization (EU) is possible by using the history of past executions (Um) where m refers to different hyper-periods. Here we present a moving average process that takes advantage of this information to determine the correct average frequency reduction that adapts to the real calculation consumption of tasks (Ui).

We modified our algorithm introducing a moving average of the utilization that reduces the overestimation of the WCET of tasks in the following manner (Figure 6):

1. Initially the estimated utilization (EU) is set to the total workload with the WCET provided by the application designers ($U_0$).
2. The hyper-period is executed using the current EU. At the same time the real workload of each task is updated after its real execution.
3. At the end of the hyper-period the EU is updated according to the available history ($\bar{U}$) and the recent hyper-period execution ($U_i$), using a moving average.

\begin{align*}
L_1 & \quad U_0 = \sum c_i, \quad EU = U_0 \\
L_2 & \quad i = 1 \\
L_3 & \quad \text{while not finish real-time application do} \\
L_4 & \quad \text{execute hyper-period } i \text{ with } EU \text{ and update } U_i \\
L_5 & \quad \bar{U} = \frac{(\bar{U} * i) + U_i}{i + 1}, \quad EU = U_i - \bar{U}
\end{align*}

Figure 5: Moving average estimation of the empirical utilization of the processor.

In Figure 7 we present the evolution of the EPLDP using this estimation over different hyper-periods (EPLDP-m) for a set of tasks whose real utilization is exactly 50% of the WCET. Note that a lower bound for the frequency reduction is provided by this estimation while the low power algorithm fixes the upper bound (Figure 3). The energy consumption obtained by EPLDP-m tends to be the same as the energy consumption obtained by the theoretical EPLDP-f, which is the EPLDP behavior assuming that the real utilization is known (note that this information is unknown in real applications). The small divergence between EPLDP-m and EPLDP-f are consequence of the variations of the real use of the WCET that has been set to 10%.

It is important to note that this moving average strategy does not interfere with the hard real time because again the determination of the operating frequency is conservative with respect to deadlines i.e. the highest frequency between the calculated EU and the operating frequency calculated by the PLMDDP scheduling algorithm. (see Eq3).
Figure 6: Evolution of EPLDP-m compared with EPLDP and EPLDP-f. The maximum utilization of the system is set to 80% with a maximum workload for tasks of 20%. All task consumption is obtained from a Gaussian distribution with an average of 50% of its WCET and with a standard deviation of 10%. The results are obtained averaging over 100 different task sets.

The improvement in energy consumption provided by EPLDP-m is contrastable, and it should be more evident as the overestimation of the WCET is larger. In figure 8, we show this improvement as a function of the percentage of the WCET really consumed for a harmonic set of tasks Figure 8a, and a set of non-harmonic tasks Figure 8b.

Figure 7: Performance of EPLDP and EPLDP-m with different percentage of WCET consumption. The total utilization of the system is U=80% and the maximum task workload is set to 20. The results are obtained averaging over 100 task sets. In a) the task sets are harmonic, and in b) there are non-harmonic task sets.

6. Results and discussion

In this section we test the energy saving efficiency of the proposed EPLDP-m algorithm versus the original the Power Low Modified Dual Priority (PLMDP) [3,12] for real and synthetic task sets.

Figure 8: Normalized average energy consumption for different values of the consumed WCET. We simulate 100 task sets, of 8 tasks each one, with a maximum task workload of 20%, a) U=75%, and b) U=95%.

The first test corresponds to the energy consumption for different fixed workloads of the system (U=60%, 75% and 95%) (Figure 9). We observe that the average energy consumption is energetically favorable to EPLDP. The average energy consumption is 59%, 61% and 68% for PLMDP and 17%, 28% and 49% for EPLDP-m (U=60%, 75% and 95% respectively) compared to the execution at maximum operating frequency.

Figure 9 Normalized energy consumption versus processor utilization (U). Each dot corresponds to the average energy consumption of 100 different harmonic task sets. The consumed WCET is a) 20%, b) 90% .

We have also checked the dependence of energy consumption on the workload of the system (U). We calculate the average energy consumption of schedulable tasks sets composed by 100 synthetic task sets. The workloads range from 60% to 95%, in steps of 5%. The maximum task workload was fixed to 20%. The periods range from 1024 to 65536 (harmonic task sets). (Figure 10). The experiment represents the results of the normalized average energy obtained with respect to the execution at maximum operating frequency. We run the simulation over 200 hyper-periods.

To conclude the present analysis, we have also collected some real time applications: the avionics task set reported in [18], an Inertial Navigation System (INS) [19] and a Computerized Numerical Control Machine (CNC) [20]. The two first sets represent critical mission applications and the last one is an automatic control for specific machinery.

The results of energy consumption for each application varying the percentage of WCET consumed are drawn in Figures 11 to 13. The average energy consumption referred to the execution at maximum frequency are 76% for PLMDP and 35% for the EPLDP-m in the avionics task set; 36% for PLMDP and 9% for the EPLDP-m in the INS task set; and 56% for PLMDP and 26% for the EPLDP-m in the CNC task set.
We have also performed simulations considering variations of the task sets specifications: doubling the number of tasks to 16 instead of 8, varying the maximum workload per task from 20% to 10%, and considering non-harmonic periods ranging from 1000 to 70000. The results obtained in these different experiments do not differ qualitatively from the results presented, although the precise values vary. In particular, non-harmonic periods introduce a shift on the energy consumption performance of all the algorithms we have studied. The main reason is that schedulability becomes more complex, and the breakdown utilization decreases.

![Figure 10: Comparison of the algorithms for the Avionics task set][18]

![Figure 11: Comparison of the algorithms for the INS task set][19]

![Figure 12: Comparison of the algorithms for the CNC task set][20]

7. Conclusions

We have proposed a new version of the PLMDP algorithm that enhances energy saving based on the dynamic calculation of an average operating frequency EPLDP-m. The advantage of this energy reduction policy, consisting on giving the opportunity to the processor to reduce the operating frequency of every task, has been demonstrated to improve energy saving substantially without missing any deadline. The current performance could be extended to other dynamic power aware scheduling algorithms.
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Abstract

The problem of reducing energy consumption is dominating the design and the implementation of embedded real-time systems. For this reason, a new generation of processors allow to vary the voltage and the operating frequency to balance computational speed versus energy consumption. The policies that can exploit this feature are called Dynamic Voltage Scheduling (DVS).

In real-time systems, the DVS technique must also provide the worst-case computational requirement. However, it is well known that the probability of a task executing for the longest possible time is very low. Hence, DVS policies can exploit probabilistic information about the execution times of tasks to reduce the energy consumed by the processor.

In this paper we provide the foundations to integrate probabilistic timing analysis with energy minimization techniques, starting from the simple case of one task.

1 Introduction

The number of embedded systems operated by batteries is increasing in different application domains, from PDAs (Personal Digital Assistants) to autonomous robots, smart phones and sensor networks. Reducing the energy consumed by these systems has become a key design issue, as they can only operate on the limited battery supply. For this reason, a new generation of processors [9, 13, 19] allow to dynamically vary the voltage and the operating frequency to balance computational speed versus energy consumption.

In recent years, as the demand for computing resources has rapidly increased, even normal workstation PCs and servers face energy constraints. Not surprisingly, a significant portion of the consumed energy is due to the cooling devices, which may consume up to the 50% of the total energy [11]. In addition, researchers at IBM showed that average processor use of servers is between 10% and 50% of their peak capacity because the load depends on the time of the day or the day of the week [4]. This suggests that a striking energy reduction can be achieved by enriching DVS policies with a more detailed information on the required workload.

Recently, many DVS algorithms have been proposed in the literature. These algorithms can be divided in two classes: static and dynamic. Static techniques [21, 14, 17, 12, 3] are typically applied to periodic tasks, and make use of off-line parameters, such as periods and worst-case execution cycles (WCECs), to select the appropriate processor speed. Since the worst-case parameters may differ significantly from the actual values, these techniques save less energy than the dynamic ones.

On the other hand, much recent research has focused on dynamic techniques [14, 1, 22, 17, 16, 18], which take advantage of early job completion. Some studies have observed that the actual execution cycles of real-world embedded tasks may vary up to 80% with respect to their measured WCECs [20]. Thus, dynamic methods can exploit information about the run-time behaviour of tasks, which may be very far from the pessimistic assumptions required during the design of static techniques. Dynamic algorithms may take decisions — change the processor speed — at two different instants:

After task completion The algorithm does not make any assumption on task duration, and waits for task completion to know the exact execution time. Then, the processor speed is changed based on this information. The algorithms GRUB-PA [18], DVSST [16] and RTDVS-Cycle Conserving [14] belong to this category.

Before task completion The algorithm tries to foresee the duration of the current task instance, and takes the decision in advance, based on some task’s characteristics such as the average execution time. This decision typically depends on the behaviour of previous instances of the task. Obviously, a right prediction allows to reduce considerably the energy consumption. However, when the predicted behaviour is distant from the reality, some undesired side effect, such as a deadline miss in soft real-time systems or an increase of the energy consumed, may occur. The algorithms RTDVS-Look Ahead [14], DVS-EDF [22] and DRA-Aggressive [1] are based on this mechanism.

The success of the second class of methods relies on predicting correctly the task behaviour. For this reason, the use
of a reaching task information may enhance the effectiveness of the DVS. This increased information can be provided by the probability density function (p.d.f.) of the task execution time. To our best knowledge, this is the first attempt in the literature to consider probabilistic information and energy reduction in an integrated framework.

Recently, the discipline of probabilistic timing analysis has significantly advanced [5, 7], and today there exist some tools which can provide the p.d.f. of task execution times [2].

In this paper we integrate the concept of probabilistic execution time within the framework of energy minimization, providing the basis of a new challenging approach. We preliminary consider the case of only one task, since we believe that it can be extended to the general case of \( n \) tasks.

2 System model

2.1 Processor model

We assume that the processor has a continuous spectrum of operating modes. This means that the speed can continuously vary between zero and some speed upper bound. We know that in real-world architectures this hypothesis does not hold. However, many significant contributions in the literature [1, 14, 22] still assume a continuous speed because if the processor speed levels are very close each other then this approximation is very close to reality. Obviously, if the optimal speed is not available, it has to be approximated with the closest discrete level higher than the optimal one. In this case, there is an increase of energy consumption, called energy quantization error, that has been studied by Saewong and Rajkumar [17].

The processor model is formalized as follows:

- the speed \( \alpha \) can vary within \([0, \alpha_{\text{max}}]\), where \( \alpha_{\text{max}} \) is the maximum speed allowed by the processor;
- the power consumption at speed \( \alpha \) is modelled by the function \( p(\alpha) \). Typically, the power function \( p(\alpha) \) is a polynomial [6]. However, due to the advances of semiconductor technology, it is expected that the power/speed relationship may change in the next future [8]. For this reason we model this relationship by a generic function \( p(\alpha) \);
- the cost of mode switching is considered in terms of both time and energy. We call \( o \) the time overhead needed to switch between any two modes, and \( e \) the energy required. Notice that \( o \) and \( e \) do not depend on the modes before and after the switch.

2.2 Energy management scheme

We focus on the problem of reducing the energy consumed by a task \( \tau \) on a variable speed processor. Some existing power-aware algorithms have been deployed starting from this simple scheme, since it constitutes a good starting point for more complex analysis [22].

The task \( \tau \) has period and deadline both equal to \( T \). The number of processor cycles required in the interval \([0, T]\) is modelled by a random variable whose p.d.f. is \( f_C(c) \). The maximum possible number of cycles needed by \( \tau \) is \( C_{\text{max}} \). Since the task is hard real-time, \( C_{\text{max}} \) cycles must be available in \([0, T]\).

If the number of required cycles in \([0, T]\) was known in advance, the best way to reduce energy consumption would be to keep a constant speed [10, 15]. In fact, the convexity of the power/speed curve implies that maintaining a constant speed \( \alpha \) is better than switching between two different speeds. Unfortunately, this number of cycles is unknown in advance, hence we cannot determine the optimal speed \( \alpha \).

A common technique adopted in the literature [1, 22, 14] is based upon the idea of deferring some work, since we expect that the current instance of \( \tau \) will request much less than its WCEC \( C_{\text{max}} \). This technique splits the task execution into two parts, as shown in Figure 1. In the first part, the task runs at a lower processor speed \( \alpha_L \) in order to reduce the energy consumed in the average case. In the second part, instead, a higher processor speed \( \alpha_H \) is used, so that we can provide up to \( C_{\text{max}} \) cycles even in the worst case. The idea is that, if a task tends to use much less than its WCEC, the second part, which consumes more power, may never be needed. When the worst-case condition occurs, instead, the speed increase guarantees the completion of all the deferred work within \([0, T]\).

![Figure 1. The energy management scheme.](image-url)

The idea of deferring work has been widely used in the literature to create efficient power-aware algorithms. For instance, Pillai and Shin [14] proposed the RTDVS-Look Ahead algorithm, which tries to defer as much work as possible, and sets the operating frequency to the minimum value to ensure that all future deadlines will be met. This technique has also been used by Aydin et al. in the “aggressive” version of their DRA algorithm [1]. This algorithm speculatively assumes that current and future instances of the task will most probably present a computational demand lower than the worst case. Hence, it tries to reduce the speed of the running task by deferring all the work above a certain
threshold, set according to the average workload. A similar approach has been applied to EDF by Zhu and Mueller [22]. Each task’s instance is divided into two portions. The objective is to provide the average number of cycles \( C_{avg} \) within the first portion. The second part at speed \( \alpha_H \) ensures that the deadline is met even when the task requires \( C_{max} \) cycles.

Even if these techniques have been widely used in the literature, a probabilistic study of this model has not been proposed, yet. For instance, all previous algorithms set the speed \( \alpha_H \) equal to the maximum possible value, even if this may not be optimal from the point of view of energy consumption. Even worse, some technique [22] is based on the intuitive idea that the optimal energy reduction is obtained by providing exactly the average execution cycles in the first part. In Section 3.1 we will prove that this intuition is not correct.

We decide to deeply study this model, extending it to the case in which probabilistic information about task execution time is known. Moreover, we use a general model for the processor, accounting for both the time and energy overheads of voltage transition.

### 3 Optimal speed assignment

Let \( \alpha_L \) and \( \alpha_H \) be the lower and the higher processor speeds, respectively. The period of the scheme is \( T \). The number of processor cycles required by the task \( \tau \) in each period is modelled by a random variable whose p.d.f. is \( f_C(c) \), and the maximum number of cycles is \( C_{max} \). This amount of cycles must be guaranteed in each period because the task is subject to a hard real-time constraint.

Our goal is to find the two speed levels \( \alpha_L \) and \( \alpha_H \) and the instant \( Q \) when to switch, in order to achieve the minimum energy consumption. Let \( C_x \) be the number of cycles provided while running at \( \alpha_L \), as shown in Figure 1. We can express \((\alpha_L, \alpha_H)\) as a function of \( C_x \) and \( Q \) as follows

\[
\alpha_L = \frac{C_x}{Q - o} \quad \alpha_H = \frac{C_{max} - C_x}{T - Q - o},
\]

(1)
due to the constraint of providing \( C_{max} \) cycles within each period \( T \).

Let also be \( e \) the number of cycles that actually occur and \( f \) the finishing time. We distinguish two different cases:

1. if \( c \leq C_x \) then the task terminates before we could actually switch to \( \alpha_H \), and we expect \( f \leq Q \);
2. otherwise, if \( c > C_x \) then we need to run at speed \( \alpha_H \) to provide the required cycles and we expect \( f > Q + o \).

We consider the two cases separately. In order to have a more compact notation we set \( p_H = p(\alpha_H) \) and \( p_L = p(\alpha_L) \).

In the first case \( c \leq C_x \), the finishing time is

\[
f = o + \frac{c}{\alpha_L},
\]

and the energy consumed in one period \( T \) is

\[
E = e + p_L (f - o) = e + \frac{p_L}{\alpha_L}. \quad (2)
\]

On the other hand, when \( C_x < c \leq C_{max} \), we have

\[
f = Q + o + \frac{c - C_x}{\alpha_H}
\]

and the energy is

\[
E = 2e + \frac{p_L}{\alpha_L} C_x + \frac{p_H}{\alpha_H} (c - C_x). \quad (3)
\]

Equations (2) and (3) provide the energy \( E \) consumed when the number of cycles is \( c \). Since the number of cycles is a random variable with p.d.f. \( f_C(c) \), then the energy consumed is a random variable too. Our target then becomes to minimize the expectation \( E_{avg} \) of the random variable \( E \). Let us compute this value.

\[
E_{avg} = \int_0^{C_x} E f_C(c) \, dc + \int_{C_x}^{C_{max}} E f_C(c) \, dc
\]

\[
= \int_0^{C_x} \left( e + \frac{p_L}{\alpha_L} c \right) f_C(c) \, dc + \int_{C_x}^{C_{max}} \left( 2e + \frac{p_L}{\alpha_L} C_x + \frac{p_H}{\alpha_H} (c - C_x) \right) f_C(c) \, dc
\]

\[
= 2e + \frac{p_H}{\alpha_H} C_{avg} - \frac{p_H}{\alpha_H} \frac{p_L}{\alpha_L} C_x + \frac{p_H}{\alpha_H} \left( \int_0^{C_x} \left( \frac{p_L}{\alpha_L} - \frac{p_H}{\alpha_H} \right) (c - C_x) - e \right) f_C(c) \, dc
\]

\[
= e (2 - F_C(C_x)) + \frac{p_H}{\alpha_H} C_{avg} - \frac{p_H}{\alpha_H} \left( G_C(C_x) + C_x (1 - F_C(C_x)) \right)
\]

where

\[
F_C(x) = \int_0^x f_C(c) \, dc \quad G_C(x) = \int_0^x c f_C(c) \, dc.
\]

For compactness we also set

\[
\gamma(x) = G_C(x) + x (1 - F_C(x)),
\]

(4)

so that the average energy consumed in a period is

\[
E_{avg} = e (2 - F_C(C_x)) + \frac{p_H}{\alpha_H} (C_{avg} - \gamma(C_x)) + \frac{p_H}{\alpha_H} \gamma(C_x)
\]

(5)

Notice that \( G_C(C_{max}) \) is equal to \( C_{avg} \). For this reason we always have \( 0 \leq \gamma(x) \leq C_{avg} \) for all \( x \).

Equation (5) is a new result in the literature because it expresses the average energy consumed as function of the probability density of the task execution cycles \( f_C(c) \).

It is very insightful to plot the quantity \( E_{avg} \) on a plane \((C_x, Q)\). Figure 2 shows the level curves of the quantity \( E_{avg} \) as function of \( C_x \) and of \( Q \). In the plot we assumed an exponential p.d.f. with average value \( C_{avg} = 0.2929 \), the period \( T \) equal to 1 and the power function \( p(\alpha) = k \alpha^3 \).
As you can notice, the minimum at the center of the white

region occurs for a value of $C_x$ greater than $C_{\text{avg}}$. In order to
find it analytically, we need to compute the partial derivative of $E_{\text{avg}}$ with respect to the variables $(C_x, Q)$. After
opportunity simplifications, we find that:

\[
\frac{\partial E_{\text{avg}}}{\partial C_x} = -e f_C(C_x) - \left(p_H - \frac{p_H}{\alpha_H}\right) \frac{C_{\text{avg}} - \gamma(C_x)}{C_{\max} - C_x} + \left(p_L' - \frac{p_L}{\alpha_L}\right) \frac{\gamma(C_x)}{C_x} \frac{\gamma(C_x)}{C_x}
\]

where $p_L'$ and $p_H'$ denote $p'(\alpha_L)$ and $p'(\alpha_H)$, respectively.

Now, we complete the analysis of the function $E_{\text{avg}}$ by
comparing also $\frac{\partial E_{\text{avg}}}{\partial Q}$, which is

\[
\frac{\partial E_{\text{avg}}}{\partial Q} = (p_H' \alpha_H - p_H) \frac{C_{\text{avg}} - \gamma(C_x)}{C_{\max} - C_x} - (p_L' \alpha_L - p_L) \frac{\gamma'(C_x)}{C_x}
\]

Equations (6) and (7) are the components of the gradient $\nabla E_{\text{avg}}$. From functional analysis, we know that the minimum satisfies the condition $\nabla E_{\text{avg}} = 0$. Once the optimal $(C_x, Q)$ is found, then the constraint $\alpha_H \leq \alpha_{\max}$ must be
checked. In fact, if it is violated, it means that the global
minimum would result in a too high value of $\alpha_H$. It this
case we know from the Kuhn-Tucker conditions that the
minimum occurs when $\alpha_H = \alpha_{\max}$, which means that

\[
\frac{C_{\max} - C_x}{T - Q - o} = \alpha_{\max} \Rightarrow \alpha_L = \frac{C_x \alpha_{\max}}{\alpha_{\max}(T - 2o) - C_{\max} + C_x}
\]

From Eq. (5), substituting $\alpha_H$ with $\alpha_{\max}$ and $\alpha_L$ with
the expression of Equation (8), we find $E_{\text{avg}}$ as function of the
unique variable $C_x$. The minimal energy solution is found by
applying classical techniques of functional analysis of one-variable functions.

### 3.1 Polynomial power function

Once the main equations for the general case have been
found, we show how they can be applied to find the optimal
$(C_x, Q)$ in some significant examples. Due to lack of space,
we assume the time and energy overheads equal to zero (i.e.
$\alpha = 0$ and $e = 0$).

When considering continuous speed levels, a common
assumption is that the relationship between the power con-
sumption $p$ and speed $\alpha$ is

\[
p(\alpha) = k \alpha^n
\]

for some $k$, $n$. The typical value of $n$ is 3, however we keep
the general form as long as the math is tractable.

In these hypothesis, the gradient can be greatly simpli-
ified. In order to find the point of minimal energy we have to
set both the gradient components equal to zero. By setting
$\nabla E_{\text{avg}} = 0$, we finally find that the pair $(C_x, Q)$ minimizing
the average energy $E_{\text{avg}}$ must satisfy Equations (9) reported
in Table 1. Due to lack of space we don’t include all the
calculations. For their importance we call the Equations (9)
the **minimum stochastic energy equations**. Once we know
$n$ and the probability density $f_C(c)$, Equations (9) can be solved and produce the pair $(C_x, Q)$ which minimizes
the energy.

#### Uniform Density

Let us now assume a uniform density between $C_{\min}$ and $C_{\max}$. It means that

\[
f_C(c) = \begin{cases} \frac{1}{C_{\max} - C_{\min}} & \text{if } C_{\min} \leq c \leq C_{\max} \\ 0 & \text{otherwise} \end{cases}
\]

and also, when $C_{\min} \leq c \leq C_{\max}$,

\[
F_C(c) = \frac{c - C_{\min}}{C_{\max} - C_{\min}}, \quad G_C(c) = \frac{c^2 - C_{\min}^2}{2(C_{\max} - C_{\min})}
\]

The function $\gamma(c)$, defined in Eq. (4), is

\[
\gamma(c) = \frac{-c^2 + 2c C_{\max} - C_{\min}^2}{2(C_{\max} - C_{\min})}
\]

and its derivative is

\[
\gamma'(c) = \frac{C_{\max} - c}{C_{\max} - C_{\min}}
\]

In this case the minimum energy can be simply found by
properly substituting $\gamma(C_x)$ and $\gamma'(C_x)$ in the minimum
stochastic energy equations (9).

To simplify and compact them, it is very convenient to
normalize the cycles $C_x$ and $C_{\min}$ with respect to $C_{\max}$.
Hence, we set $x = \frac{C_x}{C_{\max}}$ and $a = \frac{C_{\min}}{C_{\max}}$. Due to lack of
space here we do not report all the simplifications, which
can be accomplished by any symbolic manipulation tool.

When $n = 2$ the optimal number of normalized cycles
when $n=2$

\[
\begin{align*}
&\frac{(n-1)\gamma(C_x) + C_x\gamma'(C_x)}{(n-1)(C_{\text{avg}} - \gamma(C_x)) + (C_{\text{max}} - C_x)\gamma'(C_x)}\left(\frac{C_{\text{max}}}{C_x} - 1\right) \left(\frac{C_{\text{avg}}}{\gamma(C_x)} - 1\right) = \frac{T}{Q} - 1
\end{align*}
\]  

(9)

Table 1. Minimum stochastic energy equations.

$x$, which provides the minimal energy, is

\[
x_{\text{opt}} = \frac{1 + \sqrt{1 + 3a^2}}{3}. 
\]  

(15)

Instead, when $n = 3$, the solution is

\[
x_{\text{opt}} = \frac{5 - \sqrt{5} + \sqrt{2\sqrt{5(3 - \sqrt{5})} - 8(1 - \sqrt{5})a^2}}{8}. 
\]  

(16)

Interestingly, this result shows that the approach proposed by Zhu and Mueller [22] is not optimal. In fact, they suggested to set $C_x$ equal to $C_{\text{avg}}$. From both Equations (15) and (16) we see that the optimal value is always greater than $C_{\text{avg}}$ (see also Figure 3). Providing $C_{\text{avg}}$ cycles at speed $\alpha_L$ would lead to increase the average energy consumed in a period.

**Exponential Density** The probability density considered previously is very simple and it allows to exactly find the pair $(C_x, Q)$ which minimizes the average energy consumed. We consider now a more complex density $f_C(c)$ which better captures the characteristics of real execution times. Without loss of generality, we normalize the number of cycles toward $C_{\text{max}}$ so that the possible values of cycles are in $[0, 1]$. As done before we set $a = \frac{C_{\text{avg}}}{C_{\text{max}}}$.

We consider the following exponential p.d.f.:

\[
f_C(c) = \begin{cases} 
\frac{1}{K}e^{\beta c} (1-c)(c-a) & \text{if } c \in [a, 1] \\
0 & \text{otherwise}
\end{cases} 
\]  

(17)

where $K$ is a proper constant such that $\int_a^1 f_C(c)dc = 1$.

The presence of $\beta$ allows to alter the symmetry of the density. In fact, for negative $\beta$ the density shifts to the left, meaning that values close to $C_{\text{max}}$ are more likely to happen. On the other hand, positive values of $\beta$ means that execution cycles close to $C_{\text{max}}$ occur more frequently. Figure 4 shows some possible functions.

![Figure 4. Exponential probability density functions.](image)

Unfortunatly, for the exponential densities we are not able to find a closed solution for the minimal energy $(C_x, Q)$ pair. We can indeed find the numeric solution using a numerical analysis tool.

We investigated the effect of the p.d.f. asymmetry onto the solution. The result is quite interesting. In Figure 5 we plot the ratios $\frac{C_{\text{avg}}}{C_x}$ and $\frac{Q}{T}$, assuming $a = \frac{C_{\text{avg}}}{C_{\text{max}}} = 0.2$. A first result, also noticed for uniform density, is that the optimal $C_x$ is always greater than $C_{\text{avg}}$, differently than what suggested in a previous paper [22]. This fact is evidenced by the black curve which is always above 1. We also highlight that for big positive values of $\beta$ (meaning that values close to $C_{\text{max}}$ are more likely to occur), $C_x$ tends to $C_{\text{avg}}$.

4 Conclusions and future work

Deferring the work is an effective technique already proposed in the literature to reduce the energy consumed by the processor. However, often this technique has been blindly
applied, without a systemic search of the minimal. In this paper we have provided the foundations to integrate the probabilistic timing analysis with energy minimization techniques, starting from the simple case of one task. This problem has been studied using a general model for the processor, taking into account both time and energy overheads. Thanks to this research, the design of effective energy minimization schemes using information about probabilistic execution times is now possible.

Finally, we also refuted the commonly accepted idea that “providing the average number of cycles at the lower speed is the best possible strategy” [22].
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Abstract
The challenge in conserving energy in embedded real-time systems is to reduce power consumption while preserving temporal correctness. Previous research has focused on power conservation for either the processor or I/O devices alone. The system-wide energy conservation has received little attention. In this paper, we analyze the problem of system-wide energy-efficient scheduling for hard real-time systems based on the preemptive periodic task model with non-preemptive shared resources. We propose an online system-wide energy-efficient scheduling algorithm System-wide Energy-Aware EDF (SYS-EDF), which integrates Dynamic Power Management (DPM) for I/O devices and Dynamic Voltage Scaling (DVS) for the processor. An evaluation of SYS-EDF shows that it yields significant energy savings with respect to DVS alone or DPM alone techniques.

1 Introduction

Embedded real-time systems often consist of a battery-operated microprocessor system with Input/Output (I/O) devices and a limited battery life. Energy conservation techniques are thus needed to extend their lifetimes. The need to prolong system lifetime has resulted in much work done in energy-efficient task scheduling for real-time systems.

In the last decade, much work has been done on processor-based power management techniques. Dynamic Voltage Scaling (DVS) is one of the most popular techniques to reduce the processor energy consumption. DVS-based real-time scheduling algorithms can effectively reduce the processor energy consumption by lowering the processor speed, while still guarantee that all jobs meet their deadlines. However, DVS-based algorithms reduce the dynamic power consumption of the processor at the cost of increased execution time, which in turn increases the I/O device standby energy consumption. It has been observed [4, 11] that aggressively lowering the processor speed may increase the overall system energy consumption rather than decreasing it.

The energy consumption of I/O devices can be reduced by shutting down devices under certain conditions. This method is commonly known as Dynamic Power Management (DPM). There have been some efforts [8, 9] in developing energy-efficient device scheduling algorithms that minimize the I/O device energy consumption for real-time systems. However, none of them considered the energy consumption of processors. As with the DVS alone scheduling algorithms, DPM alone cannot guarantee the overall system energy consumption is minimized.

In this paper, we analyze the problem of system-wide energy conservation for hard real-time systems based on the preemptive periodic task model with non-preemptive shared resources. Here we define the system-wide energy consumption as the sum of the processor energy consumption and the I/O device (including memory 1) energy consumption. We propose an online system-wide energy-efficient scheduling algorithm, System-wide Energy-Aware EDF (SYS-EDF), which integrates device scheduling and processor voltage scaling to reduce the overall system energy consumption.

The rest of this paper is organized as follows. Section 2 discusses related work. The problem of energy-aware I/O device scheduling is analyzed in Section 3. Section 4 describes the SYS-EDF algorithm. Section 5 describes how we evaluated our system and presents the results. Section 6 presents our conclusions and describes future work.

2 Related Work

Compared to the research of processor-based energy conservation techniques or I/O-based energy conservation techniques, the research on system-wide energy conservation has received little attention. Only a few papers [4, 11] address this issue. In these papers, the negative effect of lowering processor speed is considered. Optimal slowdown factors of

1Some modern DRAM chips can be put in a power down state in which only the self-refresh circuitry is active to prevent data loss.
the processor speed to minimize the overall system energy consumption are computed and used as the lower-bound of the processor speed. They both achieve significant energy savings compared to DVS alone algorithms. Our work differs from the previous work in following aspects:

1. Our work supports periodic task sets with non-preemptive shared resources. In the previous work, all tasks were assumed to be fully preemptive. In practice, non-preemptive shared resources are pervasive in real-world applications. For example, a job that performs an uninterruptible I/O operation can block the execution of all jobs with higher priorities. Thus the time for the uninterruptible I/O operation needs to be treated as a non-preemptive resource access. Other resources besides I/O devices include critical sections of code, reader/writer buffers, etc.

2. Our work considers the problem of energy-efficient device scheduling and proposes a device scheduling algorithm, i.e., Conservative Energy-Aware EDF (CEA-EDF). [4] and [11] made simplified assumption for the device scheduling. For example, [4] assumed that there is no delay for device state transition. Therefore, an aggressive device scheduling algorithm which turns off devices whenever they are not in use is implied in this work. However, this aggressive device scheduling is not applicable to hard real-time systems if devices that have non-zero transition delays are used. Similarly, [11] did not propose DPM for I/O devices.

The method proposed in this paper provides an energy-efficient device scheduling algorithm, CEA-EDF, for periodic task sets with non-preemptive shared resources. The optimal processor speed is then analyzed based on the proposed device scheduling algorithm. Finally, the SYS-EDF algorithm is proposed to reduce the overall system energy consumption by integrating CEA-EDF and the processor voltage scaling. To the best of our knowledge, no previous publication has addressed the same problem.

3. Energy-aware device scheduling

I/O devices usually have fewer power states than processors. Throughout this paper, we assume that a device has two states: active and idle. In a real-time system, in order to guarantee that jobs will meet their deadlines, a device cannot be made idle without knowing when it will be requested by a job, but, the precise time at which an application requests the operating system for a device is usually not known. Even without knowing the exact time at which requests are made, we can safely assume that devices are requested within the time of execution of the job making the request.

As discussed before, the energy-aware device scheduling algorithm needs to support the preemptive scheduling of periodic tasks with non-preemptive shared resources. However, the only known published energy-aware device scheduling algorithm for preemptive schedules, Maximum Device Overlap (MDO) [9], does not address the issue of resource blocking. As an offline method, it is difficult to integrate a resource accessing policy into MDO because it is hard to predict exact points that jobs access resources at the offline phase. It is possible that a seemingly feasible offline job schedule causes jobs to miss their deadlines at runtime.

An obvious online approach is to aggressively shut down devices whenever they are not needed; and start them as soon as they are needed, which is called the Aggressive Shut Down (ASD) algorithm [2]. Unfortunately, ASD cannot be directly applied to hard real-time systems, because the power consumption and the delay of the device state transition is usually too large to be neglected.

In our previous study [2], some online device scheduling algorithms that support preemptive schedules with shared resources are proposed. Among them, CEA-EDF can be used together with a DVS-based scheduler without any modification. As we will see shortly, CEA-EDF is independent of processor speed change, which makes it ideal for easy integration with DVS.

3.1 Device energy model

Associated with each device \( \lambda_i \) are the following parameters: the transition time from the idle state to the active state represented by \( t_{wu}(\lambda_i) \); the transition time from the active state to the idle state represented by \( t_{sd}(\lambda_i) \); the energy consumed per unit time in the active state represented by \( P_{a}(\lambda_i) \); the energy consumed per unit time in the idle state represented by \( P_{i}(\lambda_i) \); the energy consumed per transition from the active state to the idle state represented by \( E_{sd}(\lambda_i) \); and the energy consumed per transition from the idle state to the active state represented by \( E_{wu}(\lambda_i) \). We assume that for any device, the state switch can only be performed when the device is in a stable state, i.e., the idle state or the active state. Therefore, the total energy consumed by a device \( \lambda_i \) is given by,

\[
E_{\lambda_i} = P_a \times T_a(\lambda_i) + P_i \times T_i + E_{sd} \times N_{sd} + E_{wu} \times N_{wu} \quad (1)
\]

where, \( T_a \) is the time that \( \lambda_i \) is in the active state; \( T_i \) is the time that \( \lambda_i \) is in the idle state; \( N_{sd} \) is the number of the transition of the device from active to idle; and \( N_{wu} \) is the number of the transition of the device from idle to active.

3.2. Energy-aware device scheduling

CEA-EDF is a simple, online energy-aware device scheduling algorithm for hard real-time systems. All devices that a job needs are active at or before the job is released. Thus devices are safely shut down without affecting the schedulability of tasks.

Because of the energy consumption associated with the device power state transition, it is not energy-efficient to frequently perform the power state transition.
Device scheduling at time $t$:
1. If (t: instance when job $J_{i,j}$ is completed)
2. If (exists $k$, $\lambda_k$ active and $T_{req}(\lambda_k, t) - t > BE(\lambda_k)$)
   - $\lambda_k \rightarrow idle$
3. $U_p(\lambda_k) \leftarrow T_{req}(\lambda_k, t) - t_{sw}(\lambda_k)$; 
4. End
5. End
6. End
7. End
8. If (t: $\exists k$, $\lambda_k$ is idle and $U_p(\lambda_k) = t$)
   - $\lambda_k \rightarrow active$
9. $U_p(\lambda_k) \leftarrow -1$; // Clear the power up timer for $\lambda_k$
10. End

Figure 1. The CEA-EDF algorithm. $U_p(\lambda_k)$ is the power up time set to $\lambda_k$, at when the device will be powered up.

![Figure 2. CEA-EDF scheduling example; (a) $J_{1,1}$ is released at 6 and uses device $\lambda_1$, $J_{2,1}$ is released at 2 and uses device $\lambda_2$. $J_{1,1}$ has a higher priority than $J_{2,1}$, (b) the device state transition with the CEA-EDF algorithm.](image)

**time** is used to represent the minimum inactivity time required to compensate for the cost of entering and exiting the idle state. We let $BE(\lambda_i)$ denote the break-even time of device $\lambda_i$ hereafter. The computation of $BE(\lambda_i)$ using our device energy model can be found in [2]. It is clear that if a device is idle for less than the break-even time, it is not worth performing the state switch. Therefore, CEA-EDF makes decisions of device state transition based on the break-even time rather than device state transition delay.

Next, we define the **next device request time** that is used in keeping track of the earliest time that a device is required.

**Definition 3.1. Next Device Request Time.** The next device request time is denoted by $T_{req}(\lambda_k, t)$ and is the earliest time that a device $\lambda_k$ is requested by any uncompleted job. Since a job can only use a device after the job is released, the next device request time of a device $\lambda_k$ is given by

$$T_{req}(\lambda_k, t) = \min(R(J_{i,j}))$$

(2)

where $J_{i,j}$ is any uncompleted job that requires device $\lambda_k$ and $R(J_{i,j})$ is the release time of job $J_{i,j}$.

With CEA-EDF, a device $\lambda_i$ is switched to the low power state at time $t$ when $T_{req}(\lambda_i, t) - t > BE(\lambda_i)$. CEA-EDF sets a power up time, $U_p(\lambda_i)$, for device $\lambda_i$ when $\lambda_i$ is switched to the idle state. For any idle device, it is switched back to the active state if the power up time $U_p(\lambda_i)$ is equal to the current time $t$. The CEA-EDF scheduling algorithm then can be described as in Figure 1, and is invoked at scheduling points and when a power up time is reached. We define scheduling points as time instances at which jobs are released, completed, or exit critical sections. An example of CEA-EDF scheduling is illustrated in Figure 2.

**4. System-wide energy-efficient scheduling**

In this section, we first provide a power model for a typical DVS processor. Then we present a system-wide energy-efficient task scheduling algorithm, SYS-EDF, which integrates CEA-EDF and processor voltage scaling.

**4.1 DVS processor energy model**

In a CMOS circuit, the overall power consumption consists of dynamic power consumption and static power consumption. For a DVS processor, the dynamic power consumption can be given by,

$$P_{AC} = C_{eff} V_{dd}^2 f$$

(3)

where $C_{eff}$ is the switched capacitance, $V_{dd}$ is the supply voltage and $f$ is the operating frequency. The relationship of $f$ and $V_{dd}$ is given by [6]

$$f = (L_d K_a)^{-1}((1 + K_1) V_{dd} + K_3 V_{th} - V_{th1})^\alpha$$

(4)

where $V_{th}$ is the body bias voltage and $K_1, K_2, K_3, L_d, V_{th1}$ and $\alpha$ are technology constant parameters.

Several leakage sources contribute to the total static power consumption. According to [6], the leakage power dissipation is given by,

$$P_{DC} = L_g (V_{dd} I_{subn} + |V_{th}| I_J)$$

(5)

where $L_g$ is the number of devices in the circuit, $I_{subn}$ is the subthreshold current, and $I_J$ is the reverse bias junction current. The formal mathematical formulation and detailed explanations of related technical parameters can be found in [6]. The total power consumption of a processor is given by,

$$P_{cpu} = \begin{cases} P_{AC} + P_{DC} + P_{on} & \text{CPU is active} \\ 0 & \text{CPU is not active} \end{cases}$$

(6)

where $P_{on}$ is an inherent power cost in keeping the processor on [3]. We assume that a processor does not consume energy when it is not in the active state.

Since the voltage transition delay of a processor is very short (under the limitations identified in [7]), we assume that the overhead incurred in changing the processor speed is negligible. The same assumption is made in previous works [7, 10, 11].

**4.2. System-wide optimal processor speed**

We let $\nu$ denote the normalized processor speed. That is, the ratio of the current processor speed to the maximal processor speed. Since the processor speed is approximately proportional to the current operating frequency $f$, 

$$\nu = \frac{f}{f_{max}}$$

(7)
\( \nu \) can be represented by \( \frac{f}{f_{\text{high}}} \), where \( f_{\text{high}} \) is the maximum operating frequency. We assume that a DVS processor can provide \( m \) discrete operating frequency represented by \( \{ f_1, f_2, \ldots, f_m = f_{\text{high}} \} \).

Because of the standby energy dissipation of I/O devices, the lowest processor speed is not necessarily the most energy-efficient speed as assumed in previous DVS-alone scheduling algorithms. The leakage power dissipation of the processor and the standby energy dissipation of I/O devices increase with the extended task lifetime. Let \( \Lambda(t) \) be the active device set that contains all devices that are in the active state at time \( t \). Note that with the CEA-EDF device scheduling algorithm, devices not required by the current executing device set that contains all devices that are in the active state at time \( t \). The DSDR algorithm extends the DS algorithm by dynamically collecting unused memory, retrieving \( \nu_{\text{opt}} \) for any \( \Lambda(t) \) at runtime can be done in \( O(1) \) time.

### 4.3. SYS-EDF

The processor voltage scaling in SYS-EDF is based on the Dual Speed (DS) and the Dual Speed Dynamic Reclaiming (DSDR) algorithms proposed by Zhang et al. [10]. The DS algorithm aims to minimize the dynamic energy consumption of the processor for real-time periodic tasks with non-preemptive blocking sections. The DSDR algorithm extends the DS algorithm by dynamically collecting unused run time for further slow down.

However, DS and DSDR considered only the dynamic energy dissipation of the processor. Based on the previous analysis, we develop the SYS-EDF algorithm, which improves DS and DSDR to reduce the overall system energy consumption. For the space limitation, we only discuss the basic improvement done to the DS algorithm in this paper.

The basic idea is: the SYS-EDF algorithm keeps track of the active device set and computes the corresponding optimal processor speed. SYS-EDF uses the DS algorithm to adjust the processor speed with only one limitation: the processor speed is never set below the optimal processor speed. The improvement to the DSDR algorithm follows a similar approach, but uses a different dynamic reclaiming algorithm because more than two processor speeds are utilized in SYS-EDF.

The SYS-EDF algorithm is presented in Figure 4. With the proposed device scheduling algorithm, i.e., CEA-EDF,
Figure 4. The simplified SYS-EDF algorithm.

The active device set changes only at the time instances when a job is completed or a new job is released (line 6,12). As with [10], a pre-computed high speed $H$ and a pre-computed low speed $L$ are used in SYS-EDF. Because of the space limitation, we do not present the computation of $H$ and $L$ in this paper. We refer the reader to [10] for the detailed explanation and computation. Since $H$, $L$ and $\nu_{opt}(\Lambda(t))$ are pre-computed, the overhead of performing SYS-EDF is very low.

4.4. Schedulability

Theorem 4.1. Suppose $n$ periodic tasks are sorted by their periods. They are schedulable by SYS-EDF if

$$\forall k, 1 \leq k \leq n, \sum_{i=1}^{k} \frac{E(T_k)}{P(T_i)} + \frac{B(T_k)}{P(T_k)} \leq 1, \quad (8)$$

where $E(T_k)$ and $P(T_k)$ are the execution time and period of task $T_k$ respectively, and $B(T_k)$ is the maximal length that a job in $T_k$ can be blocked.

Proof: The SYS-EDF algorithm consists of an energy-efficient device scheduling algorithm (CEA-EDF) and a processor voltage scaling algorithm. With the CEA-EDF algorithm, a device $\lambda_k$ is guaranteed to be in the active state when any jobs requiring $\lambda_k$ are released. Therefore, CEA-EDF does not affect the schedulability of any systems.

With the processor voltage scaling algorithm presented in Figure 4, the processor speed is set to the higher speed of the optimal processor speed and the speed when scheduled with the DS scheduling algorithm (line 2,8,15,21). In other words, the SYS-EDF algorithm keeps the processor at a speed no less than the speed when scheduled with the DS algorithm. Since Theorem 4.1 has been proved true for the DS scheduling algorithm in [10], Theorem 4.1 is also true for the SYS-EDF algorithm.

5 Evaluation

This section presents evaluation results for the SYS-EDF algorithm. Section 5.1 describes the evaluation methodology used in this study. Section 5.2 describes the evaluation of SYS-EDF with various system utilizations.

5.1. Methodology

We evaluated the SYS-EDF algorithm using an event-driven simulator. This approach is consistent with evaluation approaches adopted by other researches for energy-aware scheduling [8, 4, 11].

The power requirements and state switching times for devices were obtained from data sheets provided by the manufacturer. The devices used in experiments are listed in Table 1. The DVS processor we simulated is based on Transmeta Crusoe processor with 70nm technology [3, 6]. We assume that the processor supports discrete voltage from 0.5V to 1.0V in steps of 0.05V. The normalized energy saving is used to evaluate the energy savings of the algorithms. The normalized energy saving is the ratio of energy saving under a energy-conservation algorithm to the energy consumption when no energy-conservation technique is used, wherein all devices remain in the active state over the entire simulation.

In all experiments, we used randomly generated task sets to evaluate the performance of all algorithms. Each task set was pretested to satisfy the schedulability condition shown in Equation (8). Each generated task set contained 1 ~ 10 tasks. Periods of tasks are chosen from [100, 1000]. Each task in a task set required the RAM module and additional 0 ~ 2 other devices from Table 1. Critical sections of all jobs were randomly generated. We repeated each experiment 500 times and present the mean value. During the whole experiment, we assume that the actual execution time of a task is equal to the WCET.

We did not measure scheduling overhead in a real system since all algorithms were evaluated with simulations. Instead, we compared the scheduling overhead of SYS-EDF with various system utilizations.

<table>
<thead>
<tr>
<th>Device</th>
<th>$P_u$ (W)</th>
<th>$P_l$ (W)</th>
<th>$E_{wu}, E_{sd}$ (mJ)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Realtek Ethernet Chip</td>
<td>0.187</td>
<td>0.085</td>
<td>1.25</td>
</tr>
<tr>
<td>MaxStream Wirelessmodule</td>
<td>0.75</td>
<td>0.005</td>
<td>4</td>
</tr>
<tr>
<td>IBM Microdrive</td>
<td>1.3</td>
<td>0.1</td>
<td>6</td>
</tr>
<tr>
<td>Fujitsu MHL2300XT Hard disk</td>
<td>2.3</td>
<td>1.0</td>
<td>3</td>
</tr>
<tr>
<td>SimpleTech Flash Card</td>
<td>0.225</td>
<td>0.02</td>
<td>0.2</td>
</tr>
<tr>
<td>Mobile-RAM</td>
<td>0.075</td>
<td>0.00175</td>
<td>\approx 0</td>
</tr>
</tbody>
</table>

Table 1. Device Specifications.

\(^2\)Most vendors report only a single switching energy consumption. Thus we used this data for both $E_{wu}$ and $E_{sd}$. The sources of these data can be found in [2].
with respect to EDF(SRP) in our simulations. We used relative scheduling overhead to evaluate the scheduling overhead of SYS-EDF. Let \( \rho \) denote the relative scheduling overhead, which is given by

\[
\rho = \frac{\text{scheduling overhead with SYS-EDF}}{\text{scheduling overhead with EDF( SRP)}} - 1
\]

The mean value of the relative scheduling overhead of SYS-EDF is 3.2%, verifying that SYS-EDF is a low-overhead algorithm.

5.2. Average energy savings

To better evaluate the SYS-EDF algorithm, we compare SYS-EDF with three other algorithms for each simulation: (1) CEA-EDF is the algorithm that only performs DPM for devices; (2) DS is the DVS-alone algorithm proposed in [10], which considers only the dynamic energy conservation for processors; and (3) DS +CEA-EDF is the straightforward integration of (1) and (2), without considering the system-wide energy-efficient speed. Since [4] and [11] do not address the problem of resource blocking and the negative effect of device transition delays on system schedulability, we did not compare with them in this evaluation.

Figure 5 shows simulation results of the mean normalized energy saving for the SYS-EDF and other algorithms under different system utilizations. It can be seen that SYS-EDF saves more energy than the other algorithms. SYS-EDF can reduce the system energy consumption by up to 10% over DS +CEA-EDF. In most cases, as the system utilization increases, the normalized energy savings decreases. The rationale for this is that as tasks execute more, the amount of time devices can be kept in idle mode decreases and the processor voltage needs to be kept at a high value. As the system utilization approaches 100%, SYS-EDF, CEA-EDF and DVS+DPM perform comparable to each other, because there is not much space for processor energy saving and all of them merely perform DPM for devices.

6 Conclusion

This paper presents a system-wide energy-efficient scheduling algorithm, SYS-EDF, which supports the preemptive scheduling of periodic tasks with non-preemptive shared resources. SYS-EDF consists of a practical DPM algorithm for I/O devices and a corresponding processor voltage scheduling algorithm. The SYS-EDF algorithm provides remarkable power savings by wisely setting the processor speed to balance the energy consumption of all components in the system. The evaluation of SYS-EDF shows that it yields significant energy savings with respect to DVS alone or DPM alone techniques or the straightforward integration of DVS and DPM.
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Abstract

Different from many previous energy-efficient scheduling studies, this paper explores energy-efficient multiprocessor scheduling of periodic real-time tasks, in which each task might have different periods, initial arrival times, CPU execution cycles, and power consumption functions. When the goal is on the minimization of energy consumption, we propose a 1.412-approximation algorithm in the derivation of a feasible schedule. A series of simulation experiments was done for the performance evaluation of the proposed algorithm.

1 Introduction

With the advance technology of VLSI circuit designs, many modern processors, such as the Intel StrongARM SA1100 processor [19] and the Intel XScale [20], could now operate at various supply voltages and have different processor speeds. The power consumption of processors is usually a convex and increasing function of processor speeds, which is highly dependent on the hardware designs. The lower the speed, the less the power consumption is, where a lower processor speed usually means longer execution time for tasks.

In the past decades, energy-efficient task scheduling with various deadline constraints has received a lot of attention. Although many studies have been done for uniprocessor scheduling, such as [4, 6, 10, 11, 17, 25], not much work has been done for multiprocessor scheduling. As pointed out in [2], implementations of real-time systems with multiple processors could be often much more energy-efficient than those with a single processor, because of the convexity of power consumption functions. Due to the \( \mathcal{NP} \)-hardness of many multiprocessor energy-efficient scheduling problems, various heuristics were proposed in the derivation of schedules for different task models with an objective in the minimization of energy consumption, e.g., [1, 5, 8, 9, 12, 13, 18, 24, 26, 27]. In particular, several energy-efficient scheduling algorithms based on list heuristics were proposed [12, 13, 26]. Heuristic algorithms for periodic tasks in multiprocessor environments were proposed in [1, 5]. Zhu, et al. [27] explored on-line task scheduling with reclamation of slacks resulted from early completion of tasks during the run time. Mishra, et al. [18] explored energy-efficient scheduling issues with the considerations of the communication delay of tasks. In addition to the considerations of energy-efficient scheduling, Anderson and Sanjoy [2] explored the tradeoff between the total energy consumption of task executions and the number of required processors, where tasks in the proposed solutions run at the same speed. So far, not much work is done with approximation ratios in energy-efficient multiprocessor real-time scheduling. An example result is the approximation algorithms proposed for the scheduling of frame-based tasks in [8], where tasks share the same power consumption function, and [9], where tasks might have different power consumption functions. Energy-efficient multiprocessor scheduling of frame-based task sets was also explored in [24] for chip-multiprocessor (CMP) architectures, in which cores, i.e., processors, on a chip must share the same processor speed at any given time moment.

This paper considers energy-efficient scheduling of periodic real-time tasks over multiple processors. Different from previous energy-efficient scheduling studies, this research explores energy-efficient multiprocessor scheduling for periodic real-time tasks, in which each task might have different periods, initial arrival times, CPU execution cycles, and power consumption functions. The power consumption functions of tasks are modeled as \( h \cdot s^\alpha \) [6, 14, 25], where \( \alpha \) is a hardware-dependent factor, and \( h \) is a parameter related to the task under executions (Please see the discussions of power consumption functions in the next section). When the goal is on the minimization of energy consumption, we propose an approximation algorithm with an
approximation ratio \( \frac{(\alpha-1)^{n-1}(2^\alpha-1)^n}{\alpha^n(2^\alpha-2)^n} \), which is bounded by 1.412 since the value of \( \alpha \) is at most 3 [6, 14, 25], in the derivation of a feasible schedule. Simulation results show that our proposed algorithm not only guarantees the approximation factors but also derives solutions close to optimal solutions.

The rest of this paper is organized as follows: In Section 2, we define the system models and the multiprocessor energy-efficient scheduling problem. Section 3 presents an approximation algorithm for the multiprocessor energy-efficient scheduling problem. Section 4 presents evaluation results. Section 5 is the conclusion.

2 Models and Problem Definitions

2.1 Processor Models

We are interested in energy-efficient scheduling over homogeneous multiprocessors, where the power consumption function of each task remains the same for every processor. The power consumption function \( P(s) \) is defined as a function of the adopted processor speed \( s \) [7, 23]:

\[
P(s) = C_{ef} V_{dd}^2 s, \tag{1}
\]

where \( s = k \frac{(V_{max} - V_i)^2}{V_{dd}} \), and \( C_{ef}, V_i, V_{dd}, \) and \( k \) denote the effective switch capacitance, the threshold voltage, the supply voltage, and a hardware-design-specific constant, respectively (\( V_{dd} \geq V_i \geq 0, k > 0, \) and \( C_{ef} > 0 \)). The value of the effective switch capacitance is highly related to the software implementation and the execution path of a task (usually derived by profiling). Note that the power consumption function is a convex and increasing function of the processor speed \( s \), i.e., \( P_i(s) = h_i \cdot s^\alpha \), where \( \alpha \) is a hardware-dependent constant between 2 and 3 [17, 21], and \( h_i \) is a positive parameter characterizing the average switch capacitance and the hardware factor. It is clear that each \( P_i(s) \) is second-order differentiable. Given a set \( T \) of tasks, the hyper-period of \( T \), denoted by \( L \), is defined as the least common multiple (LCM) of the periods of tasks in \( T \). Let the relative deadline of each task \( \tau_i \) be equal to its period \( p_i \) in this paper. That is, the arrival time and deadline of the \( j \)-th job of task \( \tau_i \) are \( a_i + (j-1) \cdot p_i \) and \( a_i + j \cdot p_i \), respectively.

2.2 Task Models

Tasks under discussions in this paper are periodic and independent in executions. A periodic task is an infinite sequence of task instances, referred to as jobs, where each job of a task comes in a regular period [15, 16]. Each task \( \tau_i \) is associated with its initial arrival time (denoted by \( a_i \)), its execution CPU cycles (denoted by \( c_i \)), its period (denoted by \( p_i \)), and its power consumption function (denoted by \( P_i() \)). Note that \( c_i \) denotes the maximum number of CPU cycles required to complete the execution of any job of \( \tau_i \). The power consumption function \( P_i() \) of each task \( \tau_i \) is rephrased as a convex and increasing function of the processor speed \( s \), i.e., \( P_i(s) = h_i \cdot s^\alpha \), where \( \alpha \) is a hardware-dependent constant between 2 and 3 [17, 21], and \( h_i \) is a positive parameter characterizing the average switch capacitance and the hardware factor. It is clear that each \( P_i(s) \) is second-order differentiable. Given a set \( T \) of tasks, the hyper-period of \( T \), denoted by \( L \), is defined as the least common multiple (LCM) of the periods of tasks in \( T \). Let the relative deadline of each task \( \tau_i \) be equal to its period \( p_i \) in this paper. That is, the arrival time and deadline of the \( j \)-th job of task \( \tau_i \) are \( a_i + (j-1) \cdot p_i \) and \( a_i + j \cdot p_i \), respectively.

2.3 Problem Definitions

A schedule of a task set \( T \) is a mapping of the executions of tasks in \( T \) to processors in the system with an assignment of a processor speed for each corresponding task execution, where the job arrivals of each task \( \tau_i \in T \) satisfy its timing constraints \( a_i \) and \( p_i \). A schedule is feasible if no job misses its deadline, and all jobs of the same task execute on the same processor. The energy consumption of a schedule \( S \), denoted as \( \Phi(S) \), is the sum of the energy consumption of the executions of jobs in \( S \). We are interested in real-time energy-efficient scheduling of independent tasks over multiple processors, where no task migration is allowed:

**Definition 1** The Minimization Problem of the Energy Consumption for Multiprocessor Scheduling

Given a set \( T \) of independent tasks executing over \( M \) identical processors, the objective is to find a feasible schedule \( S \) for \( T \) in its hyper-period such that \( \Phi(S) \) is minimized.

**Theorem 1** The Minimization Problem of the Energy Consumption for Multiprocessor Scheduling is \( NP \)-hard.

**Proof.** The correctness of this theorem follows from the fact that the corresponding problems, when \( P_i(s) = s^3 \),
Formally, a $\gamma$-approximation algorithm for the Minimization Problem of the Energy Consumption for Multiprocessor Scheduling is an algorithm that derives a feasible schedule with an amount of energy consumption no more than $\gamma$ times of an optimal solution (based on the definition of $\gamma$ approximation in [22, §1]).

3 On the Minimization Problem of the Energy Consumption

In this section, we propose an approximation algorithm for the Minimization Problem of the Energy Consumption for Multiprocessor Scheduling. If the number of tasks in $T$ is no more than $M$, an optimal schedule would execute each task $t_i$ on a different processor at the speed $c_i/p_i$, for $i = 1, \ldots, |T|$. For the rest of this section, we will focus our discussions on cases, where the number of tasks in $T$ is more than $M$.

Let $S$ be a feasible schedule of $T$ for the Minimization Problem of the Energy Consumption for Multiprocessor Scheduling. Let $S_m$ denote the partial schedule of $S$ on the $m$-th processor by removing the tasks running on the other processors, and $T_m$ denote the set of tasks assigned to execute on the $m$-th processor. Note that $\bigcup_{m=1}^M T_m = T$ and $T_m \cap T_n = \emptyset$ for any $m \neq n$. We claim that there must exist an optimal schedule $S^*$ that satisfies the following two properties for any partial schedule $S^*_m$ of $S^*$, where $1 \leq m \leq M$: (1) For every task $t_i$ in $T^*_m$, all jobs of $t_i$ execute at a common processor speed. (2) The total utilization tasks in $S^*_m$, which is defined as the sum of the utilization of each task (i.e., its execution time divided by its period) in $S^*_m$, is equal to 100%. This claim could be proved based on the convexity of power consumption functions by a similar argument to that for optimal energy-efficient scheduling in a uniprocessor system [4].

Let $x_{im}$ be a binary variable to indicate whether $t_i$ is assigned to execute on the $m$-th processor, and $t_i$ be a variable denoting the execution time of task $t_i$. We can re-formulate the Minimization Problem of the Energy Consumption for Multiprocessor Scheduling as a convex programming as follows:

\[
\begin{align*}
\text{minimize} & \quad \sum_{t_i \in T} E_i(t_i), \\
\text{subject to} & \quad \sum_{t_i \in T} x_{im} t_i / p_i = 1, \quad \text{for } m = 1, \ldots, M \\
& \quad \sum_{m=1}^M x_{im} = 1, \quad \forall t_i \in T, \quad \text{and} \\
& \quad x_{im} \in \{0, 1\}, \quad \forall m = 1, \ldots, M, \quad \text{and} \quad t_i \in T,
\end{align*}
\]

where $E_i(t_i)$ is defined as the energy consumption to execute all of the jobs of $t_i$ in the hyper-period at the speed $\frac{t_i}{p_i}$, i.e., $E_i(t_i) = \frac{L}{p_i} P_i(t) \cdot \frac{t_i}{p_i} = \frac{L}{p_i} \cdot \frac{t_i^2}{p_i}$. Our proposed algorithm for the Minimization Problem of the Energy Consumption for Multiprocessor Scheduling consists of two phases: the relaxation phase and the rounding phase. In the relaxation phase, we relax the integral constraints on the variables $x_{im}$ and derive an optimal solution for the relaxed problem (which is a lower bound on the energy consumption of an optimal schedule). In the rounding phase, we derive a feasible schedule based on the solution derived in the first phase.

3.1 Relaxation Phase

With the integral constraints on $x_{im}$ being relaxed, we could first rewrite the above convex programming problem as follows:

\[
\begin{align*}
\text{minimize} & \quad \sum_{t_i \in T} E_i(t_i), \\
\text{subject to} & \quad \sum_{t_i \in T} t_i / p_i = M, \quad \text{and} \\
& \quad 0 < t_i \leq p_i.
\end{align*}
\]

An optimal solution for Equation (2) is a lower bound on the energy consumption for optimal schedules for $T$ in the Minimization Problem of the Energy Consumption for Multiprocessor Scheduling. Equation (2) can be resolved by applying the Karush-Kuhn-Tucker optimality condition in $O(|T| \log |T|)$. (Detail procedures to derive an optimal solution of Equation (2) can be found in [3, 4, 9].) Let $(t^*_1, t^*_2, \ldots, t^*_M)$ be an optimal solution for Equation (2).

**Lemma 1** When $t^*_i < p_i$ and $t^*_j < p_j$, $p_iE_i'(t^*_i) = p_jE_j'(t^*_j)$, where $E_i'$ and $E_j'$ are the derivatives of $E_i$ and $E_j$, respectively.

**Proof.** This Lemma is based on the Karush-Kuhn-Tucker condition for the optimal solution $(t^*_1, t^*_2, \ldots, t^*_M)$, in which $E_i'(t^*_i) = 0$ and $E_j'(t^*_j) = 0$ for some constant $\lambda$ when $t^*_i < p_i$ and $t^*_j < p_j$.

3.2 Rounding Phase

Let the utilization $u^*_i = t^*_i / p_i$ of task $t_i$ in $T$ derived in the first phase be called the estimated utilization of $t_i$. In this phase, we derive a feasible schedule based on the estimated utilizations of the tasks derived in the first phase, i.e., $(u^*_1, u^*_2, \ldots, u^*_M)$, by adopting the Largest-Estimated-Utilization-First strategy. The proposed algorithm is shown in Algorithm 1 and denoted as Algorithm LEUF:

Let $T_m$ denote the set of the tasks assigned to execute on the $m$-th processor, which is an empty set initially. $U_m$ denotes the total estimated utilization on the $m$-th processor, which is defined as the sum of the estimated utilizations of tasks in $T_m$. Tasks are considered to execute on a selected processor in a non-increasing order of their estimated utilizations. A task under consideration is assigned to execute
on the \( m \)-th processor with the smallest total estimated utilization \( U_m \) (tie-breaking is done by choosing the smallest index \( m \)). After all of the tasks in \( T \) are assigned to execute on a specific processor, the utilization of \( \tau_i \) is set as \( \frac{u_i^*}{p_i} \) for every task \( \tau_i \) in \( T_m \). That is, the execution time of every job of task \( \tau_i \) is set as \( \frac{u_i^*}{p_i} \). The transformation of job execution times would result in a situation in which the total utilization of tasks assigned on a processor is exactly equal to 100\%.

The scheduling of tasks on each processor could be done successfully by the earliest-deadline-first scheduling algorithm because the earliest-deadline-first scheduling algorithm could always schedule periodic real-time independent tasks with a total utilization no more than one [15].

The time complexity of Algorithm LEUF is \( O(|T| \log |T|) \). For the simplicity of representation, any schedule derived by Algorithm LEUF is denoted as \( S_{\text{LEUF}} \).

### Algorithm 1: LEUF

**Input:** \((T, M)\);

**Output:** A feasible schedule;

1. if \(|T| \leq M\) then
2. return the schedule by executing each task \( \tau_i \) in \( T \) at the speed \( \frac{u_i^*}{p_i} \) on the \( i \)-th processor;
3. let \( u_i^* \) be the estimated utilization for \( \tau_i \in T \);
4. sort \( T \) in a non-increasing order of their estimated utilizations;
5. \( U_1 \leftarrow U_2 \leftarrow \cdots \leftarrow U_M \leftarrow 0 \), and \( T_1 \leftarrow T_2 \leftarrow \cdots \leftarrow T_M \leftarrow \emptyset \);
6. for \( i = 1 \) to \(|T|\) do
7. find the smallest \( U_m \); (break ties by choosing the smallest index \( m \))
8. \( T_m \leftarrow T_m \cup \{\tau_i\} \) and \( U_m \leftarrow U_m + u_i^* \);
9. for \( m = 1 \) to \( M \) do
10. for each task \( \tau_i \in T_m \) do
11. \( t_i' \leftarrow t_i^* \times \frac{u_i^*}{p_i} \);
12. return the schedule \( S_{\text{LEUF}} \) which executes task \( \tau_i \) in \( T_m \) (1 \( \leq m \leq M \)) at the speed \( c_i/t_i' \) on the \( m \)-th processor in an earliest-deadline-first order;

### 3.3 Analysis of the Approximation Ratio

For notational brevity, let \( e_i^* \) be the estimated energy consumption of the jobs of task \( \tau_i \) in the hyper-period, i.e., \( e_i^* = E_i(t_i^*) \). Let \( T' \) be the subset of \( T \), where \( T' \) consists of tasks whose estimated utilizations are all strictly less than 1. That is, \( T' = \{ \tau_i \mid t_i^*/p_i < 1, \forall \tau_i \in T \} \). For notational brevity, let \( T = T \setminus T' \). Note that we only focus our discussions on the case that \( T' \) is not empty, since Algorithm LEUF guarantees to derive an optimal schedule for the other case.

**Lemma 2** For any two tasks \( \tau_i, \tau_j \in T' \), \( \frac{e_i^*}{u_i^*} = \frac{e_j^*}{u_j^*} \).

**Proof.** By the equality of \( h_i^* = \frac{e_i^*}{p_i} = \frac{e_j^*}{p_j} \) in Lemma 1, we know that \( \frac{u_i^*}{e_i^*} = \frac{u_j^*}{e_j^*} \). \( \Box \)

**Lemma 3** Suppose that \( U_{m^*} \) and \( U_{\hat{m}} \) are the maximum and the minimum total utilizations, respectively, then \( U_{\hat{m}} \leq U_{m^*} \leq 2U_{\hat{m}} \).

**Proof.** By definition, we know that \( U_{\hat{m}} \leq 1 \leq U_{m^*} \). If \( U_{m^*} \) is equal to 1, we know that \( U_{\hat{m}} \) is also equal to 1 by applying the pig-hole principle. For the rest of this discussion, we only focus on the other case that \( U_{m^*} \) is greater than 1. Since the estimated utilization of a task is no greater than 1, \( T_{m^*} \) consists of at least two tasks. Let \( \tau_v \) be the last one inserted into \( T_{m^*} \). Since the tasks are assigned in a non-increasing order of their estimated utilization to execute on the processor whose current total estimated utilization is the smallest, we know \( u_v \leq U_{m^*} - u_v \leq U_{\hat{m}} \). Therefore, we have \( U_{m^*} \leq 2U_{\hat{m}} \). \( \Box \)

**Lemma 4** Suppose \( f(x) = k \cdot (2x)^\alpha + (H - k) \cdot x^\alpha \) for a positive number \( H \) and a non-negative number \( k \), where \( 0 \leq k \leq H \) and \( 2k \cdot x + (H - k) \cdot x = H \), then

\[
\frac{f(x)}{x^\alpha} = \frac{(a - 1)x^{\alpha-2} + \alpha x^{\alpha-1} - \alpha x^{\alpha-1}}{x\alpha(2x^\alpha - \alpha x^{\alpha-1})} - H.
\]

**Proof.** Since \( 2k \cdot x + (H - k) \cdot x = H \), we know \( k = \frac{H - Hx}{x} \). Therefore,

\[
f(x) = H(x^{\alpha-2} + x^{\alpha-1} - 2x^\alpha),
\]

and the derivative of \( f(x) \) is

\[
f'(x) = H((a - 1)x^{\alpha-2} + \alpha x^{\alpha-1} - \alpha x^{\alpha-1})(2x^\alpha - \alpha x^{\alpha-1}) - H.
\]

\( f(x) \) is maximized at \( x^* \) when \( f'(x^*) = 0 \). By solving \( f'(x^*) = 0 \), we have \( x^* = \frac{1}{a(2x^\alpha - \alpha x^{\alpha-1})} \). As a result, we conclude that \( f(x) \leq f(x^*) = \frac{(a - 1)^{-1}2^\alpha x^{\alpha-1} - \alpha x^{\alpha-1}}{a(2x^\alpha - \alpha x^{\alpha-1})}H \). \( \Box \)

Based on Lemmas 2, 4, and 3, the approximation ratio of the algorithm could be proved as follows:

**Theorem 2** Algorithm LEUF is a polynomial-time \( \frac{(a - 1)^{-1}2^\alpha x^{\alpha-1} - \alpha x^{\alpha-1}}{a(2x^\alpha - \alpha x^{\alpha-1})} \)-approximation algorithm for the Minimization Problem of the Energy Consumption for Multiprocessor Scheduling.

**Proof.** Let \( \tau_v \) be a task in \( T' \). Based on Lemma 2 and the optimality of \( \sum_{\tau_i \in T'} e_i^* \), we have \( \Phi(S^*) \geq \frac{\sum_{\tau_i \in T'} e_i^*}{\sum_{\tau_i \in T'} u_i^*} = \frac{\sum_{\tau_i \in T'} e_i^*}{\sum_{\tau_i \in T'} u_i^*} \sum_{\tau_i \in T'} u_i^* = \frac{\sum_{\tau_i \in T'} e_i^*}{\sum_{\tau_i \in T'} u_i^*} (M - |T|) \), where \( S^* \) is an optimal schedule for \( T \). Since \( u_i^* \) is equal to 1 for \( 1 \leq i \leq |T| \), the \( i \)-th processor is assigned only a task in \( S_{\text{LEUF}} \). Based on Lemma 2, we have

\[
\Phi(S_{\text{LEUF}}) = \sum_{\tau_i \in T'} e_i^* + \sum_{m=|T|+1} M e_i^* u_i^* (U_m)^\alpha.
\]
The approximation ratio $A$ of Algorithm LEUF is

$$A = \frac{\Phi(S_{\text{LEUF}})}{\Phi(S^*)} \leq \frac{\sum_{m=|T|+1}^{M} (U_m)^\alpha}{M - |T|}. \quad (4)$$

Based on Lemma 3, we have $2U_{\bar{m}} \geq U_{m^*} \geq U_m \geq U_{\bar{m}}$, for all $|T| < m \leq M$. Because of the convexity of the function $U_m$ of $U$ and the fact $2U_{\bar{m}} - U_m \geq 0$, we have

$$\sum_{m=|T|+1}^{M} U_m^\alpha \leq k \cdot (2U_{\bar{m}})^\alpha + (M - |T| - k)(U_m)^\alpha,$$

where $2k \cdot U_{\bar{m}} + (M - |T| - k)U_m = (M - |T|)$. Let $f(x)$ be defined as $k \cdot (2x)^\alpha + (H - k)x^\alpha$ for a positive number $H$ and a non-negative number $k$, where $k \leq H$ and $2k \cdot x + (H - k) \cdot x = H$. By Lemma 4, $f(x) \leq \frac{(\alpha+1)x^{\alpha-1}(2x^\alpha - 1)}{\alpha+1(2\alpha-1)} H$ by solving $f'(x) = 0$. By setting $H$ as $(M - |T|)$ and considering Equation (4), this theorem is proved.

**Corollary 1** The approximation ratio of Algorithm LEUF is 1.412.

**Proof.** The proof is done by setting $\alpha$ as 3.

For different values of $\alpha$, the approximation ratio of Algorithm LEUF is illustrated in Figure 1.

### 4 Performance Evaluation

In this section, we provide performance evaluation on the energy consumption of Algorithm LEUF. Another algorithm, denoted as Algorithm RAND, which is very similar to Algorithm LEUF, was simulated for comparison. The only difference between Algorithm RAND and Algorithm LEUF is that tasks are not sorted before the assignment procedure in Algorithm RAND.

#### 4.1 Workload Parameters and Performance Metrics

Each periodic real-time task was generated based on three parameters: the number $b_i$ of jobs within the time interval $L$, the required CPU cycles $c_i$, and the coefficient $h_i$ of the power consumption function. The value of $b_i$ was an integer variable uniformly distributed in the range of $[1, 16]$, $c_i$ was an integer variable uniformly distributed in the range of $[1, 100]$, while $h_i$ was uniformly distributed in the range of $[2, 10]$. The exponent of the power consumption functions of the processor speed $s$ was set as 3, i.e., $P_i(s) = h_i s^3$, provided that the threshold voltage $V_t$ is 0, or a random variable between 2.5 and 3. The period of task $T_i$ was set as $\frac{1}{T_i}$.

We simulated the algorithms for the effects on the ratio of the number of tasks to the number of processors. For a given ratio $\eta$ of the number of tasks to the number of processors, the number of processors $M$ was an integral random variable between 10 and 30, and the number of tasks was set as the floor of the multiplication of $\eta$ and $M$, i.e., $\lfloor \eta \cdot M \rfloor$. The relative energy consumption ratio was adopted as the performance metric in our experiments. The relative energy consumption ratio for an input instance was defined as the energy consumption of the schedule derived by the algorithm to that of an optimal schedule with the allowance of task migration.

#### 4.2 Experimental Results

For the Minimization Problem of the Energy Consumption for Multiprocessor Scheduling, Figures 2(a) and 2(b) present the average relative energy consumption ratios for the simulated algorithms when $\alpha$ is in the range of [2.5, 3] and is 3, respectively. The performance of Algorithm LEUF was very close to that of the optimal solutions. The average relative energy consumption ratios for Algorithm LEUF were less than 1.01. The average relative energy consumption ratios for Algorithm RAND were less than 1.46. When the ratio of the number of tasks to the number of processors was small, both of Algorithm LEUF and Algorithm RAND might assign a task along with improper tasks on a processor. Such an assignment might result in a significant increase on the energy consumption of these tasks when the energy consumption for the other tasks were almost as the same as that in the optimal schedule. When the ratio of the number of tasks to the number of processors was almost as the same as that of an optimal schedule. Therefore, the average energy consumption ratio was relatively small when the ratio of the number of tasks to the number of processors was less than 1.6.

### 5 Conclusion

In this paper, we explore approximation algorithms for energy-efficient scheduling of periodic real-time tasks over multiple processors, where the scheduling problem is $\text{NP}$-hard. The task model explored in this work is more general...
than many previous studies in energy-efficient multiprocessor real-time scheduling, where tasks under considerations might have different periods, initial arrival times, CPU execution cycles, and power consumption functions. When the goal is on the minimization of energy consumption, we propose a 1.412-approximation algorithm in the derivation of a feasible schedule.
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Abstract

Energy efficiency has become a primary design criterion for mobile multimedia devices. Prior work has proposed saving energy through coordinated adaptation in multiple system layers, in response to changing demands and resources. The scope and frequency of adaptation pose a fundamental conflict in such systems. The GRACE project addresses this conflict through a hierarchical solution, where the system performs a combination of (1) infrequent (expensive) global adaptation that optimizes energy for all applications in the system and (2) frequent (cheap) per-application (or per-app) adaptation that optimizes for a single application at a time. This paper demonstrates the benefits of GRACE’s hierarchical adaptation through a second-generation prototype, GRACE-2. Specifically, it shows that in a network bandwidth constrained environment, per-app application adaptation yields significant energy benefits over and above global adaptation.

1 Introduction

Mobile devices primarily running soft real-time multimedia applications are becoming an increasingly important computing platform. Such systems are often limited by their battery life, and saving energy is a primary design goal. A widely used energy saving technique is to adapt the system in response to changing application demands and resources. Researchers have proposed such adaptations in all layers of the system; e.g., hardware, application, operating system, and network. Recent work has demonstrated significant energy benefits in systems that employ coordinated multiple adaptive system layers or cross-layer adaptation [28, 29].

Such systems must employ intelligent control algorithms that determine when and what adaptations to invoke, to exploit the full potential of the underlying adaptations. These algorithms must balance the conflicting demands of adaptation scope and frequency. On one hand, an algorithm that considers all applications and adaptive system layers, referred to as global, is likely to save more energy than a more limited scope algorithm (e.g., considering only one application at a time). On the other hand, global algorithms are also likely to be more expensive since they must optimize across the cross-product of all configurations of all adaptive layers, considering the demands of all (possibly adaptive) applications on these configurations.

Previous cross-layer adaptation work, therefore, performs global adaptation relatively infrequently (e.g., when an application enters or leaves the system [28, 29]). This infrequent invocation in turn reduces the system’s responsiveness to change, potentially sacrificing energy benefits. Other work performs adaptations more frequently, but assumes only one application or task in the system [24].

To balance the conflict of frequency vs. scope, the GRACE project takes a hierarchical approach that invokes expensive global adaptation occasionally, and inexpensive limited-scope adaptations frequently [23, 28, 29]. GRACE uses three adaptation levels, exploiting the natural frame boundaries in periodic real-time multimedia applications (Figure 1 [23]). Global adaptation considers all applications and system layers together, but only occurs at large system changes (e.g., application entry or exit). Per-application adaptation (or per-app) considers one application at a time and is invoked every frame, adapting all system layers to that application’s current demands. Internal adaptation adapts only a single system layer (possibly considering several applications) and may be invoked several times per application frame. All adaptation levels are tightly coupled to ensure that resource allocations made by global coordination are respected by the limited-scope adaptations.

We previously reported on the first GRACE prototype, GRACE-1, with adaptations in the CPU, application, and soft...
real-time scheduler [28, 29]. GRACE-1’s focus was on cross-layer global adaptation, for which it showed significant energy benefits. It reported a few experiments with hierarchical adaptation in the CPU and scheduler, but showed only modest benefits over global adaptation.

This work focuses on the benefits of hierarchical adaptation in a mobile multimedia system, and reports results from the second prototype, GRACE-2. Our main contribution is to show that per-app application adaptation provides significant benefits over and above global adaptation when network bandwidth is constrained. These benefits occur with and without per-app CPU adaptation. In contrast, GRACE-1 neither provided per-app application adaptation nor implemented a network constraint, and is thus unable to obtain GRACE-2’s benefits. Further, GRACE-1’s hierarchical adaptation in the CPU and scheduler needed to be redesigned to incorporate per-app application adaptation (because it implicitly assumed a fixed application configuration between global adaptations).

GRACE-2 is implemented on a Pentium M based laptop running Linux 2.6.8-1. It implements global adaptations in the CPU, application, and soft real-time scheduler, per-app adaptation in the CPU and application, and internal adaptation in the scheduler. It respects the constraints of CPU utilization and network bandwidth, while minimizing CPU and network transmission energy. All aspects of the system are fully implemented except for network communication.

We emphasize that the individual adaptations in GRACE-2 are not our focus, and have been previously proposed. Our focus is on their hierarchical control, and specifically on per-app application adaptation. To our knowledge, this work is the first to demonstrate the benefits from per-app application adaptation. To understand the impact of our adaptations on the CPU energy and to provide a CPU energy model to the adaptation control algorithms, we use the following. Energy = Power × Execution Time, where we approximate power at frequency $f$ and voltage $V$ by dynamic power $\propto V^2 \times f$.

The above model does not incorporate leakage (static) power or the effect of application-specific clock gating (as in much of the DVFS literature). These are difficult to incorporate analytically and do not affect the overall trends in the impact of per-app adaptation. This is substantiated by our measured energy numbers which do include all effects.

### 2.2 Network (non-adaptive)

We assume a non-adaptive (simulated) network layer with fixed available bandwidth. We model network transmission energy using a fixed energy/byte cost: Network Energy = EnergyPerByte × BytesTransmitted. Table 1 summarizes energy per byte for different bandwidth values in an IEEE 802.11b wireless network, based on the energy consumption of a Cisco Aironet 350 series PC card [4].

We use different bandwidth values to model different constraints in the system. If the value selected is between two values in Table 1 (possible since not all the bandwidth of the channel is available to one node), we assume transmission cost of the higher bandwidth. We believe our network configurations represent reasonable scenarios seen in practice. Responding to variations in network bandwidth with an adaptive network layer is part of our ongoing work.

### 2.3 Applications

We consider periodic soft real-time applications or tasks. An application releases a job or a frame at the end of each period. We study workloads consisting of various combinations of speech and video encoders and decoders (Section 4). The H.263 video encoder is adaptive while the other applications are non-adaptive.

**Adaptations in the H.263 video encoder**: We use the adaptations proposed in [24] (in the context of a system with a single application, and without global adaptation). These adaptations work at a frame granularity and trade off CPU computation (i.e., CPU energy) for the number of bytes transmitted (i.e., network transmission energy), to minimize the total CPU+network transmission energy, without affecting the quality of the decoded video. The adaptations provide 16 different encoder configurations. Since the adaptations are not our focus, we refer to [24, 26] for further details.

**Deadline misses and frame drops**: A frame that does not complete computation or transmission of all its bytes by the end of the ensuing period is said to miss its deadline, with one exception. For video encoders, if a frame finishes its computation within 1ms of its period, we do not count it as a

<table>
<thead>
<tr>
<th>Bandwidth (Mbps)</th>
<th>2</th>
<th>5.5</th>
<th>11</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy per byte (e⁻⁹ J)</td>
<td>4</td>
<td>2</td>
<td>.08</td>
</tr>
</tbody>
</table>

Table 1. Network bandwidth and energy/byte.
miss. We find these delays do not accumulate (the misses are not clustered). If the application misses its deadline for one frame, the encoding/transmission for that frame continues in the next period, borrowing from the budget of the next frame. If it misses the deadline for two frames in a row, then the next frame is entirely dropped (i.e., incurs no computation or network transmission), enabling the application to catch up on its previous frame overruns (we do not drop frames for the non-adaptive applications to maintain synchronisation with the sender/receiver).

We consider missing deadlines or dropping up to a total of 5% of all frames to be acceptable (we do not distinguish between deadline misses and frame drops).

### 2.4 O.S. Scheduler

We assume an earliest-deadline-first (EDF) soft real-time scheduler for CPU time. The scheduler is responsible for enforcing budget allocations for both CPU time and network bandwidth. To reduce deadline misses due to imperfect predictions of resource demands, the scheduler performs an internal adaptation called budget sharing [2]. Briefly, this allows an application to reclaim unused budget from previous applications’ underruns (described in detail in [26]). Budget sharing is used in all systems studied here.

### 3 Adaptation Control Algorithms

#### 3.1 Global Control

**Overview:** We use a global control algorithm similar to that in [29], but extended to incorporate a network bandwidth constraint. The algorithm is invoked on large changes in the system; e.g., when an application enters or exits. As input, the algorithm receives the resource requirements (CPU utilization, network bandwidth, CPU+network energy) for each combination of application and CPU configuration. The algorithm must then choose, for each application, the combination of application and CPU configuration such that (i) the total CPU+network energy is minimized, and (ii) the resource requirements for all the applications (running with the chosen configurations) are met.

More formally, for application $i$, let $\text{Period}_i$ be its period and $C_i$ be a chosen CPU and application configuration combination. Let $\text{Energy}_{i,C_i}$ be the energy consumed, $\text{Time}_{i,C_i}$ be the CPU time taken, and $\text{Bytes}_{i,C_i}$ be the network bytes required by a frame of application $i$ with configuration $C_i$. Let there be a total of $N_{\text{apps}}$ applications in the system and let $B$ be the total network bandwidth (assumed to be fixed). Then the global algorithm must choose the CPU and application configuration $C_i$ for each application $i$ to:

\[
\text{minimize } \sum_{i=1}^{N_{\text{apps}}+1} \text{Energy}_{i,C_i},
\]

subject to EDF scheduling and bandwidth constraints:

\[
\sum_{i=1}^{N_{\text{apps}}} \frac{\text{Time}_{i,C_i}}{\text{Period}_i} \leq 1 \quad \text{and} \quad \sum_{i=1}^{N_{\text{apps}}} \frac{\text{Bytes}_{i,C_i}}{\text{Period}_i} \leq B
\]

The above optimization problem is a multi-dimensional multiple-choice knapsack problem (MMKP) [16] and is known to be NP-hard. For the purpose of determining energy savings, we solve this problem using a (almost) brute force exhaustive search approach [26], to give global control the best showing. This approach is impractically expensive for a real system. When reporting the overhead for global, we use a more practical, but possibly sub-optimal heuristic approach based on Lagrangian techniques [16] further described in [26]. (We found the energy savings of both approaches to be comparable for the scenarios studied here.)

**Predicting resource requirements:** The global algorithm requires predicted resource usage of a frame ($\text{Energy}_{i,C_i}$, $\text{Time}_{i,C_i}$, and $\text{Bytes}_{i,C_i}$ in the optimization equations). These predictions must be representative of all frames until the next global adaptation is invoked. Following previous work on resource allocation and scheduling for soft real-time multimedia applications [3, 29], we use profiling of several frames to determine the resource usage. (In our experiments, since our streams are relatively short and since we would like to give global the best showing, we profiled the entire stream off-line.)

To reduce the amount of profiling, we leverage findings from [12]. Specifically, the number of execution cycles for a given frame for a given application configuration is roughly independent of frequency; therefore, execution time scales roughly linearly with frequency. Thus, by profiling each application configuration at a single CPU frequency, we are able to estimate the execution time (and the number of bytes) at all frequencies. These estimates also allow estimation of energy using the models in Section 2.

Since we assume a 5% deadline miss rate is acceptable, we use the execution time (bytes) from the frame that falls in the 95th percentile of all profiled frames. For energy, we are concerned with minimization and not meeting a constraint. We therefore use the average time and bytes from the profiled frames as input to the energy models.

#### 3.2 Per-App Control

The per-app control algorithm (derived from [24]) is invoked at the start of a frame with the following inputs: (1) the resource allocation for the frame and (2) the resource requirements for the frame for each application configuration. The algorithm then simply chooses the application and CPU configuration combination that has the least energy, and whose CPU time and network bandwidth requirement is within its allocation. Its complexities is order of the product of the number of application and CPU configurations.

**Predicting resource requirements:** As for the global algorithm, estimating the execution cycles and bytes for a frame enables estimating all its resource requirements (execution time, bandwidth, and energy). Unlike global control,
per-application control requires predicting resource usage for only the next frame.

For non-adaptive applications, we use a common history-based technique, where the average of the execution cycles and bytes in the last five frames is used to predict these quantities for the next frame. For the adaptive application, the history of the past frames may be for different application configurations, and cannot be used directly to predict the behavior of the next frame for yet other configurations. We therefore use an off-line profiling based prediction technique proposed by Sachs et al. [24, 26].

3.3 Integrating Global and Per-App Control

A system that runs with only global control uses the frequency and application configurations as chosen by the global algorithm. In a system that additionally incorporates per-app control, the global algorithm’s choice of configuration is only used to determine the resource allocation for each application. This resource allocation is fed as input to the per-app control algorithm. The latter then determines the appropriate configurations for the next frame based on its predictions of the resource usage of that frame and its allocation. Since the per-app controller makes a prediction only for the next frame, based on knowledge of all past frames, it is likely that its prediction is better than that of the global algorithm. Therefore, the per-app controller is likely to better utilize the resources that were allocated to its application by the global algorithm.

4 Experimental Methodology

Implementation: We have implemented all aspects of the system studied except for the network communication (which is replaced with file I/O). Our implementation is on an IBM ThinkPad R40 laptop running the Linux kernel 2.6.8-1, and is described in detail in [26].

Energy measurement: We use a sampling power supply to measure the energy consumed by the entire system. The measurements were done with the display brightness set to level 3 (0 is minimum). The wireless card was turned off, the laptop battery was removed, and the only applications running were from the experimental workload. All other parts of the system (e.g., hard drive) were on. The network energy used was calculated using the model in Section 2.2, and was added to the above measured energy to give the total system energy reported in Section 5.3.

Since we cannot isolate the CPU energy in our measurements and since the CPU and the network are the targets of our energy adaptations, our first set of results (Section 5.2) are based on modeled CPU (+network) energy, based on the model in Section 2.1.

Workloads: We study workloads consisting of various combinations of an H.263 video encoder and decoder and a speech encoder and decoder (from [27]), representing remote sensing and teleconferencing type workloads [26]. The video encoder is adaptive (Section 2.3) while the other applications are non-adaptive. We use standard video and audio input streams available on the Internet. To study the effect of different types of resource constraints (CPU load, network bandwidth), we use different periods (frame rates) for the applications and different values of the available network bandwidth. We studied 16 different workloads covering four resource constraint scenarios: unconstrained, only CPU constrained, only network constrained, and both CPU and network constrained [26]. For space, here we only report results from the last two scenarios (i.e., those with a network constraint) in detail, since these are the most significant. We choose five representative workloads in these scenarios to report detailed results (Table 2). Each run includes between 150 to 500 frames for each application.

5 Results

5.1 Overheads

A detailed discussion of experiments showing the overheads of global and per-app adaptation appears in [26]. Since similar results were reported for GRACE-1, here we briefly summarize them. As expected, global adaptation is significantly more expensive than per-app adaptation. For example, in one case, global adaptation took about 4% of a video encoder’s average frame computation time, without including the overhead for on-line profiling for predicting the application’s resource usage. In contrast, the per-app adaptation overhead was 8X lower. Further, as the number of possible adaptive layers, adaptive components within each layer, and the number of adaptive states within each component increases, the overhead of global will increase much faster than per-app.

5.2 CPU and Network Energy Savings

Figure 2 illustrates the energy benefits in the CPU-network subsystem of per-app application adaptation. All systems shown include global adaptation in the application, CPU, and scheduler. For each workload, the three bars show systems that additionally have (1) per-app CPU adaptation, (2) per-app application adaptation, and (3) both per-app application and per-app CPU adaptation (i.e., GRACE-2). The energy shown is normalized to that consumed by a system with only global adaptation.

Table 2. Workloads evaluated.

<table>
<thead>
<tr>
<th>#</th>
<th>Applications</th>
<th>Inputs (period)</th>
<th>Mbps</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>video (enc, enc)</td>
<td>foreman, buggy (30ms)</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>video (enc, enc)</td>
<td>foreman, buggy (50ms)</td>
<td>3.3</td>
</tr>
<tr>
<td>3</td>
<td>video (enc, dec)</td>
<td>carphone, paris (30ms)</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>video (enc, dec) audio (enc, dec)</td>
<td>carphone, paris (30ms), clinton, lpcqutfe (20ms)</td>
<td>2.1</td>
</tr>
<tr>
<td>5</td>
<td>video (enc, dec, dec) audio (enc, dec, dec)</td>
<td>foreman, carphone, football (30ms), female, clinton, male (20ms)</td>
<td>6.7</td>
</tr>
</tbody>
</table>

2For a multiprogrammed system, a case with only per-app and no global adaptation is not reasonable because a global controller is required to allocate resources among multiple applications.
per-app application adaptation gives significant benefits to the network constrained scenario. GRACE-2’s frame by frame adaptation, however, is able to pick this configuration for all the frames that produce bytes within the bandwidth constraint, thereby resulting in energy savings.

5.3 System-Wide Energy Savings

We next discuss (measured) system-wide energy savings of GRACE-2 over a system with only global adaptation. Across all workloads in the scenarios with a network constraint reported in [26], we found that GRACE-2’s per-app adaptation provides a system-wide energy benefit of 7% to 14% with an average of 10% (relative to only global adaptation). These savings are significant, considering that they are for the entire system including the display, disk, power-supply loss, and memory system; they are actual measured values, and they come from only adaptation of the CPU and application. (As reference, the one workload with multiple applications reported for GRACE-1 showed system-wide savings from hierarchical adaptation of only 3.8%, relative to global adaptation [28].)

5.4 Deadline Misses and Budget Sharing

The main benefit of budget sharing (Section 2.4) is in reducing the number of deadline misses (including frame drops); it has negligible (< 1%) effect on energy. Our detailed data [26] shows that with budget sharing, we have acceptable deadline misses (within 5%) for each application in each scenario/workload. Without budget sharing, the deadline miss ratios are high (up to 23%) for several cases. Thus, budget sharing is effective and critical for our system.

6 Related Work

There has been a large amount of work on energy and bandwidth driven adaptations and resource allocation that is relevant to this work. This includes CPU adaptation with and without coordination with a real-time scheduler (e.g., [1, 8, 18, 19, 21, 25, 30]), adaptation of one or more applications with and without OS/middleware support (e.g., [7, 10, 9, 6, 15, 17, 20]), and single-layer or cross-layer adaptation or resource allocation with only global control supporting multiple applications (e.g., [31, 11, 22]) or only per-app control supporting a single application (e.g., [24]). The focus of this work, however, is on hierarchical adaptation control in a cross-layer adaptive system, and more specifically on fine-grained (per-app) application adaptation. None of the above systems exhibit this property and so for space reasons, we refer to [26] for further discussion on the above work.

The systems most closely related to the hierarchical adaptation of GRACE-2 are GRACE-1 [28, 29] which has already been discussed and Fugue [5]. Fugue proposed adaptation at multiple time scales for wireless video [5]. This is one of

---

3The benefits from CPU adaptation are modest relative to those seen for DVFS in much prior work due to the sub-linear relationship between frequency and voltage reductions in recent processors (Section 2.1).

4As explained, the network energy is modeled, but is a very small part of the system energy [26].
the key features of GRACE-2’s hierarchical control. However, Fugue differs from GRACE-2 in the following important ways. First, it considers only one application. Second, it is based on the insight that different types of adaptations work on different time scales: e.g., application quality control must occur at a coarser time scale than network transmission power control. GRACE-2’s global and per-app controllers consider the same set of adaptations, but for different purposes – the former uses them for resource allocation among multiple applications while the latter does the actual adaptation. Incorporating adaptations that inherently work at different time scales can be viewed as an orthogonal issue – our system incorporates these as well, but that is not the focus of this work.

7 Conclusions

The GRACE project balances the scope and frequency of energy saving adaptations in multiple layers through a hierarchical approach, where expensive and infrequent global adaptation allocates resources among applications based on long-term predictions, and inexpensive per-application control seeks to make the energy-optimal use of these resources through localized short-term predictions and cross-layer adaptations.

This paper presents results from the second generation prototype, GRACE-2. Specifically, it shows that per-app application adaptation provides significant benefits over and above global adaptation when the network bandwidth is constrained. These benefits are seen both with and without per-app CPU adaptation. For example, the energy savings in the CPU+network from adding per-app application adaptation to a system with global adaptation and per-app CPU adaptation were seen to be up to 31% (average 21%). Interestingly, when both per-app CPU and per-app application adaptation are added to a system with global adaptation, the combined benefits are more than additive.

To our knowledge, this work is the first to demonstrate the benefits from per-app application adaptation control over and above global control. It is also the first to demonstrate significant benefits from hierarchical adaptation on a real multimedia system implementing multiple applications, adaptations, and constraints. Given the low overhead of per-app control and the relatively low added system implementation complexity over a system with global control, the benefits achieved seem worthwhile to exploit.

Our ongoing work is incorporating an adaptive network layer that responds to variations in network bandwidth, and is also exploring other possible application adaptations including those that affect user perception.
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Abstract

This paper investigates the validity of common approaches to power management based on dynamic voltage scaling (DVS). Using instrumented hardware and appropriate operating-system support, we account separately for energy consumed by the processor and the memory system. We find that memory often contributes significantly to overall power consumption, which leads to a much more complex relationship between energy consumption and core voltage and frequency than is frequently assumed. As a consequence, we find that the voltage and frequency setting that minimises energy consumption is dependent on system characteristics, and, more importantly, on the application-specific balance of memory and CPU activity. The optimal setting of core voltage and frequency therefore requires either a-priori analysis of the application or, where this is not feasible, power monitoring at run time.

1 Introduction

Dynamic voltage scaling (DVS) is a standard technique for managing the power consumption of a system [20]. It is based on the fact that the dynamic (switching) power $P$ of CMOS circuits is strongly dependent on the core voltage $V$ and the clock frequency $f$ according to

$$ P \propto f V^2. \quad (1) $$

Under the assumption that the number of clock cycles required for a computation is independent of the core frequency, the execution time is inversely proportional to the frequency. The total energy $E$ for the computation is then proportional to the square of the voltage:

$$ E \propto V^2. \quad (2) $$

Note that the total energy for a computation does in this simple model not depend on the frequency, but a reduced core voltage requires a reduction of the clock frequency and therefore implies a longer overall execution time.

The assumptions behind Eqn. 2 are highly dubious, as they ignore other system components, in particular the front-side bus and memory [2]. Those other components impact the execution time of a program, leading to a much more complex dependence on the processor frequency. Furthermore, those components themselves consume energy, and that energy consumption scales differently than the processor’s. While memory power may be dominated by CPU power in high-end systems, this is not the case for embedded systems using low-power processors. Finally, Eqn. 1 is not even necessarily a good model of the power consumption of a modern processor, as for modern CMOS circuits the static energy consumption can no longer be ignored.

This paper presents a measurement-based examination of the effect of DVS on the energy required to execute applications on a modern embedded system. We independently measure processor and memory power consumption on a representative platform, and find that the behaviour is quite different from what is expected by the simple model. As a consequence, we find that more sophisticated methods are required in order to manage limited energy resources well.

2 Related Work

There exists a large body of work on both dynamic and static voltage scaling [3, 5, 6, 12, 13, 16, 20]. Many of the ideas developed by Weiser et al. [20] and Govil et al. [5] form the basis of these algorithms: that the CPU idle (slack) time should be minimised by slowing the CPU core frequency. This reduces the DVS problem to estimating the idle time.

Other studies have examined frequency and voltage scaling in time-sensitive systems [10, 17, 18, 22]. One approach
is to use timing information which is available in real-time systems. This can allow static schedules to be developed such that processor utilisation is maximised (all deadlines are only just met). Modifications can be made to the schedule on-line in order to make use of slack-time made available by processes which complete before their deadlines.

Weissel and Bellosa [21] measured the effect of frequency scaling on the performance and total power consumption of an XScale-based computer running several benchmarks. They examined the number of memory references and instructions executed at runtime in order to determine the memory dependence of an application, and thus estimate its response to a reduction in CPU frequency (a memory-bound application will be limited by memory speed rather than CPU speed). They determine what CPU core frequency will result in a 10% or less reduction in performance for the process. No voltage scaling was used in this work.

There are several previous studies of the power consumed by real computers. Most relevant is that of Fan et al. [2], who used a modified simulator to estimate the power consumed by an XScale-based device with power-aware SDRAM. They observe that, owing to a system’s static power consumption (particularly owing to DRAM), the energy reduction via frequency scaling can be outweighed by the energy resulting from a longer execution time. Their results indicate that an aggressive memory power-down policy such as that which they had previously developed [1] can reduce this effect.

Martin [13] studied the effect of frequency scaling on battery lifetime, developing a system for identifying the CPU frequency at which the most computation could be performed using a single battery charge.

Flinn et al. [4] conducted a similar study of the ItSY pocket computer, using external power management and off-line evaluation. Micro-benchmarks were used to study the effect of frequency scaling on the processor’s performance and power consumption. Voltage scaling was not examined.

3 Benchmarks

A number of benchmarks were used to represent typical workloads for a variety of embedded system. The majority of these were taken from the MiBench [7] suite, along with four others, also representing typical embedded applications, described in previous work [19]. Each benchmark in this collection represents a fixed amount of “work” for the system, therefore the total energy for each benchmark is directly comparable.

MiBench is a suite developed by the academic community with the explicit aim of representing embedded workloads. The particular benchmarks used were selected based on their resource requirements: many of the MiBench tests require large input data which could not be accommodated on the RAM disk of our disk-less system. The future addition of network and disk support to PLEB 2 should allow the full suite to be executed. Furthermore, benchmarks which ran for less than four seconds were excluded to avoid measuring start-up and wind-down energy.

All output was discarded to avoid filesystem overheads and resource constraints.

4 Experimental Platform

The experiments were performed on PLEB 2 [19], a power-aware computer based on ARM XScale processor running a standard Linux OS, augmented with current sensors to measure the power consumption of the CPU core, RAM, and I/O devices.

4.1 Hardware

PLEB 2 is a single-board computer based on the Intel XScale PXA255 [9]. The PXA255 was chosen as being representative of high-performance, low-power CPUs designed for use in embedded systems. It consists of a 400MHz ARMv5TE-compatible core combined with a set of on-chip peripheral units including memory, interrupt, DMA and LCD controllers.

The computer consists of the CPU, SDRAM and flash memory. The SDRAM is implemented using two Micron MT48LC16M16A2 ICs [14], and the flash is implemented using two Intel TE28F320 ICs [8]. Three switching power supplies generate core, memory and IO power. A minimal set of peripherals (infra-red, USB, and serial port) are provided on-board. An 8-bit microcontroller performs a supervisory role. The PXA255, flash, SDRAM and the power supply represent the core of a typical embedded system.

Linux 2.4.19, Linux 2.6.8, L4ka::Pistachio [11], and Iguana [15] have been adapted to run on PLEB 2 hardware.

4.2 Power management features

PLEB 2 supports a number of power management features. Frequency/voltage scaling and low-power modes are software-managed throttling mechanisms of interest.

The PXA255 supports the frequency scaling of three main clocks:

- the CPU core (core);
the PXBus (pxbus): an internal bus that links the CPU core, DMA/Bridge, memory controller and LCD controller;

the memory clock (memclk): drives the memory and LCD controller.

While the hardware which controls the frequency settings will allow a large number of combinations of core, pxbus and memclk frequencies, only a subset of these are valid (specified in Table 1).

The power-supply chip used in PLEB 2 (Epson S1F81100) supports voltage scaling. The core (CPU) voltage can be varied in 0.1V increments. This voltage is set to the appropriate value as given in the PXA255 developer’s manual [9].

The PXA255, SDRAM and flash memory all support low-power states. In these states, the devices have a reduced functionality, but use significantly less power. For the PXA255, there are several modes: run/turbo, idle, 33MHz idle and sleep. Run/turbo are active modes where the CPU is running. Turbo mode is a mechanism for performing fast frequency changes by synchronously switching a clock divider. Idle mode stops the CPU core clock but does not halt its generation, avoiding loss of state and supporting a fast recovery to run mode. 33MHz idle and sleep mode are progressively deeper sleep states that require longer recovery times.

The Micron SDRAM also supports low-power modes. While not being accessed, it maintains an active standby mode which, according to the datasheet [14], consumes a maximum of 132mW per chip (although the typical idle current has been measured to be much lower on PLEB 2). If the chip is put into power-down mode (data is retained, but the chip must be refreshed periodically) it consumes a maximum of 6.6mW.

The Intel Flash chips have very effective automatic power management: according to the datasheet [8] they use less than 1mW unless being read/written, and even less when in one of the available power-down mode. Since the power consumption of flash is very small compared to CPU and memory we ignore it in our discussion.

4.3 Measurement system

The computing core of PLEB 2 is supplied by three power supplies. These are dedicated to the CPU core (nominal 1.5V), memory bus devices (3.3V), and IO devices (3.3V). Each of these power supplies is instrumented using a small series resistor and an amplifier. The analogue-to-digital converter within the on-board microcontroller reads the resulting signal. The voltage on the supplies is assumed to be sufficiently constant as to not require measurement. The power can then be calculated via \( P = IV \).

Data collected is transferred from the microcontroller to the PXA255 via an I2C bus. Statistical sampling is used to associate the power readings with the running processes. For each sample, a series of interrupts are generated to record which process the sample should be attributed to, and to start the transfer of data. The resulting information is made available at user level at run-time.

The overhead associated with handling the measurements on the PXA255 will introduce an error to the measurement of time, cache misses, writebacks, etc. This is because the CPU will spend some time handling the interrupts, and because the events associated with the interrupt handlers. This overhead varies between 2% and 10% of execution time depending on the nature of the application. Because the sampling rate is independent of the processor speed the overheads will vary. The measured power is not affected by the measurement system because the power samples are always taken when running the real system.

Further information regarding the measurement system, its overheads and validation is given in a previous publication [19].

Cache miss and write-back numbers were determined using the PXA255’s performance monitoring unit and appropriate OS support.

All experiments were run on Linux 2.4.19, modified to provide memory and CPU energy accounting through the /proc file system, from where it can be accessed by a modified `time()` function.

5 Methodology

A number of operating points were defined. Each operating point defines a specific hardware configuration under test. Five operating points (as shown in Table 1) were initially available as defined by the frequency-setting code in Linux — those where operating points where the memory frequency was 99.5MHz. By varying (and even overclocking) the memory frequency it would be possible obtain a larger number of operating points than those used.

The platform was configured according to each of the operating points and the benchmarks executed. The mean current was measured for the CPU and memory power supplies (since no devices are connected to the IO supply, that supply was deemed irrelevant) and recorded on the RAM disk. The results were later transferred to a PC for analysis. Each experiment was repeated 10 times and the results averaged, standard deviations were less than 1%.
Table 1. Hardware configurations under test

<table>
<thead>
<tr>
<th>$f_{cpu}$ (MHz)</th>
<th>$f_{pbus}$ (MHz)</th>
<th>$f_{mem}$ (MHz)</th>
<th>$V_{core}$ (V)</th>
</tr>
</thead>
<tbody>
<tr>
<td>99.5</td>
<td>30.0</td>
<td>99.5</td>
<td>1.0</td>
</tr>
<tr>
<td>199.1</td>
<td>99.5</td>
<td>99.5</td>
<td>1.0</td>
</tr>
<tr>
<td>298.6</td>
<td>99.5</td>
<td>99.5</td>
<td>1.1</td>
</tr>
<tr>
<td>398.1</td>
<td>99.5</td>
<td>99.5</td>
<td>1.3</td>
</tr>
<tr>
<td>398.1</td>
<td>199.5</td>
<td>99.5</td>
<td>1.3</td>
</tr>
</tbody>
</table>

6 Results

Fig. 1 shows the processor’s energy consumption of the various benchmarks as a function of the core frequency, normalised to the energy consumption at the lowest clock rate (100MHz). The double values at the highest frequency (400MHz) correspond to the two different bus frequencies used.

The bold line shows the prediction of Eqn. 2. Contrary to naive theory, we find that the energy is in fact quite dependent on the clock rate: Increasing the core frequency from 100MHz to 200MHz (at unchanged core voltage) results in a drop of total energy for all benchmarks. Further frequency increases lead to increases in energy, as they are accompanied by voltage scaling. The benchmarks consistently stay below the predictions of Eqn. 2 — in other words, Eqn. 2 over-estimates the benefit from DVS.

This effect can be explained with the processor’s static power consumption, which is independent of the core frequency. As the runs with a faster clock require less total time, the total static energy consumption is less in those cases.

The two benchmarks whose energy, under frequency and voltage scaling (from 200 to 400MHz), grows steeper than the theory are gzip and typeset, which are both memory-limited while the others are CPU-limited. Memory is always clocked at the same rate, and therefore a memory-limited application’s execution time benefits less from an increase in the core frequency than CPU-limited applications. Hence, for those benchmarks the influence of the static energy increases with increasing clock speed.

Memory behaves differently than the processor, and is best examined in the power, rather than the energy dimension. As Fig. 2 shows, most benchmarks consume very little memory power, and it is very weakly dependent on the core frequency. These benchmarks run essentially out of cache and cause very little memory traffic, so we see mainly the static energy of RAM. The memory-intensive benchmarks show a strong frequency dependence at lower clock rates, which then flattens out, a consequence of the saturation of the memory system in those runs. Note also that the difference of the two data points at the highest frequency (corresponding to different bus frequencies, see Table 1) is highest for the memory-limited benchmarks.

The flat curves mean that memory power scales very little with core frequency. Translated into total energy (accounting for total execution time) this means that memory energy use is actually lowest at the highest clock rates.

Also shown in Fig. 2 (strongly rising curves) is the minimal and maximal CPU power consumed by the benchmarks. It can be seen that, compared to memory power, the range is relatively small, and except at the highest core frequency, CPU power is dominated by memory power.

This helps explain Fig. 3, which shows the total (CPU+memory) energy for the execution of the benchmarks. Inclusion of the memory energy leads to results which bear no similarity whatsoever with the model of
Eqn. 2, and, contrary to folklore, shows that the highest clock rates actually minimize the energy requirements of the computations!

This result is somewhat misleading, however. The higher clock rates lead to faster completions of the runs. A fair comparison of energy requirements need to compare the energy used over the same total time period [2]. This means that the slack time remaining after an early completion results in an idle system, which still consumes power. We assume that the system, when idle, switches to the low-power idle mode from which it can be woken up quickly when an interrupt arrives (indicating a new computation task).

The result is shown in Fig. 4. We can clearly see that for all benchmarks the total energy is minimized at some intermediate frequency, neither the highest nor the lowest. That frequency depends on the particular benchmark, it is lower for the memory-intensive than for the CPU-intensive benchmarks. The optimal frequency will obviously also depend on characteristics of the system, such as type and size of memory.

Weissel and Bellosa [21] model memory energy by using performance counter to measure memory references, and assume that the energy cost of each memory reference is the same. Many systems (such as ours) do not provide such performance counters. One can attempt to approximate the number of memory references by the number of cache misses (for which the XScale has performance counters). Fig. 5 shows that this is inaccurate, as a single cache miss can produce one or two memory references. For this figure we ran synthetic benchmarks which in a tight loop contained load instructions (read case in the figure), or load instructions followed immediately by a store to the same memory location (modify). Varying numbers of nop instructions were inserted to vary the cache miss rate. We see that the modify case has a higher memory-energy cost per cache miss than the read, owing to the higher number of memory operations (write-back followed by a refill, compared to just the refill). A realistic load would lie somewhere in between those extremes, but it would be difficult to predict where. In addition, the presence of read and write buffers significantly complicates any modelling of memory traffic from cache miss rates.

7 Discussion

Our results show that traditional model of Eqn. 2 is not suitable for estimating the effect of DVS on modern proces-
sors, as it ignores the effect of static power, and grossly distorts reality. Furthermore, our measurements confirm that memory contributes significantly to the power consumption of embedded systems, and attempts to manage power without taking memory into account will likely lead to incorrect results.

Static power is also important for memory, and should be ideally be minimised by keeping as much RAM as possible in a low-power state. Furthermore, modelling dynamic memory power by measuring cache misses can produce misleading results, unless read and write misses can be measured separately (and even then it would be difficult to achieve good accuracy), owing to the complex memory-access patterns resulting from a processor which augments caches by read and write buffers.

Overall we find that the dependence of the energy cost of a computation on the processor core voltage and frequency is a complex function of system configuration and properties of the application, too complex to predict an energy-optimal operating point for DVS using simple models.

In some cases, the optimal operation may be determined by off-line measurements, but in general this is only possible if application loads are known well in advance. The only alternative is to determine the optimal voltage and frequency setting at run-time, based on the observation of the actual power consumption.

While we have shown how, with the help of some relatively simple instrumentation, such observation can be performed on off-the-shelf processors, this only provides the input data for successful power management. The required algorithms and policies remain the subject of future work.
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1. Background and Motivation
An empirical approach to composing optimal architectures for application specific embedded systems is relatively rare. The use of empiricism in developing optimal software is even rarer, and when used often primitive. The complexity of processor centric, electronic systems that control modern products (such as, cell phones, automobiles, base stations, consumer products) requires a systematic approach to developing software in order to deliver an optimal fit for an intended product. When a cell phone company’s engineering process is being used as a competitive weapon, the luxury of optimality, especially wrt power in mobile systems, becomes a necessity [1].

The bigger architecture picture is more complex. The intuitive optimization of systems – architecture, software design, hardware design, and interfaces – has largely been driven from hardware design. Since hardware designers have rarely understood, or had access to, the software that would run on their architectures, they produced conservative, often grossly over-engineered designs that were typically poor fits to the specification. This was especially the case in most sensitive areas, where over-engineering is the antithesis of cost sensitivity [2].

The ability to support data-driven decision making early in the software development process is one of the underlying drivers of building models that are timing accurate and high performance. Of course, this advantage also accrues to architecture development but that is another dialogue. From a purely software perspective, optimizing across the dimension of performance, cost (size) and power consumption is rarely done and, at a presilicon level, it is an undertaking only possible using high-performance, timing accurate models.

It is conjectured that poor software and inefficient algorithms have a 1st order effect on an embedded system’s performance, but it is a claim that has been difficult to refute. This is evidenced dramatically when next-generation product planning is underway – the prime foci are processor microarchitecture and hardware (platform) design. It is now known [3] that processor microarchitecture improvement typically yields a 2nd or 3rd order effect in optimizing an objective function particular to a product undergoing iterative redevelopment. Similarly, platform architecture produces a 1st order effect in complex multi-processor platforms and at least a 2nd order effect for simpler single processor platforms. It is negligent to allow software development for real-time embedded systems to go unmeasured when it has a 1st order impact on all dimensions of performance, both degrading and enhancing.

To compute best-case, average and worst-case software performance, under the various operating modes of a platform, is not a tractable formal, mathematical problem. On the other hand, simulation may require many hundreds of experiments to be performed – regardless, it remains the only real solution for validating a system and concurrently developing real-time code. Data is typically collected from probes inserted into the hardware models (electronic, mechanical, RF) that measure both hardware and software events during experimentation. It is not unusual for one such experiment, say a networking platform, to require 100 billion instructions to be run to reproduce a problem or compute a representative average – this represents less than 1 hour of simulation time using a high performance, timing accurate VSP, but 100-500+ hours on typical
timed accurate, ISS (structural) models and 100,000 hours on Register Transfer models.

2. Virtual System Prototypes

A Virtual System Prototype (VSP) is a high performance, timing accurate model of a complete embedded system including software. The hardware platform component of the VSP is called a Virtual Prototype. Figure 1 shows a virtual prototype of an abstract cell phone system.

![Figure 1: A Typical Virtual System Prototype for Mobility](image)

3. Formulating Power

There are many ways of constructing objective functions including for power. The classical way is to track event frequencies and/or latencies in an event driven simulation environment, a general form of the power equation is shown in the following equation [3].

$$ F_{\text{Power}} \left( f_{\text{CPU}} \left( \Theta_{cc=0..cn} \circ f_{\text{CPU}} \left( \Theta_{CEvType=1..ct} \circ g_{CPU,EVType=CDType=0..} \left( \Theta_{CEvCnt=sec,dec,sec,dec} \circ Event_{CPU,CDType=CDType} \right) \right) \right), \\
    f_{\text{Bus}} \left( \Theta_{bc=0..bcn} \circ f_{\text{Bus}} \left( \Theta_{BEvType=1..bet} \circ g_{Bus,BEVT=0..} \left( \Theta_{BEvCnt=sbecc..sbecn} \circ Event_{Bus,BEVT=0..BEVT=0..} \right) \right) \right), \\
    f_{\text{BusBridge}} \left( \Theta_{bbcb=0..bcbn} \circ f_{\text{BusBridge}} \left( \Theta_{BBEVT=1..bbar} \circ g_{BBus,BBEVT=0..bbar} \left( \Theta_{BBevCnt=sbbecca..sbbecca} \circ Event_{BBus,BBEVT=sbbecca..sbbecca} \right) \right) \right), \\
    f_{\text{Mem}} \left( \Theta_{mc=0..mcn} \circ f_{\text{Mem}} \left( \Theta_{MEvType=1..met} \circ g_{Mem,MEvType=0..} \left( \Theta_{MEvCnt=smecc..smeccn} \circ Event_{Mem,MEvType=0..MEvCnt} \right) \right) \right), \\
    f_{\text{Dev}} \left( \Theta_{dc=0..dcn} \circ f_{\text{Dev}} \left( \Theta_{DEvType=1..det} \circ g_{Dev,DEvType=0..} \left( \Theta_{DEvCnt=sec,dec..sec,dec} \circ Event_{Dev,DEvType=0..DEvCnt} \right) \right) \right) \right) $$

where $f_{\text{CPU}} \left( \Theta_{EvType=1..ct} \circ g_{CPU,EvType=0..} \right) = f_{\text{CPU}} \left( g_{CPU,1} \left( \Theta_{EvType=0..} \right), g_{CPU,2} \left( \Theta_{EvType=0..} \right), \ldots, g_{CPU,c} \left( \Theta_{EvType=0..} \right) \right)$. A simple way to visualize and compute a power function is to build an interpretation table, as in Table 1, below. These tables are large and even though the Event Bindings are simple to implement, typically a pointer to a function and a history buffer of events, the extraction of appropriate data from register transfer (RT) models or representative samples of the silicon to put into the tables is not automatic and is difficult and time consuming.

To set appropriate Event Bindings for entries in the Power Table, the knowledge and skills of the silicon vendors are required. Even where there is a clear path from the event-based, behavioural description to physical behaviour, the information required for the Interpretation Table – typically constant functions but sometimes more complex – is closely guarded.

<table>
<thead>
<tr>
<th>Table 1: Component Event Binding Table</th>
</tr>
</thead>
<tbody>
<tr>
<td>Component Types</td>
</tr>
<tr>
<td>$f_{\text{CPU}}$</td>
</tr>
<tr>
<td>$f_{\text{ARM}1156,T2,F}$</td>
</tr>
<tr>
<td>$f_{\text{ARM}1156,T2,F}$</td>
</tr>
<tr>
<td>$f_{\text{SC}1200}$</td>
</tr>
<tr>
<td>$f_{\text{SC}1200}$</td>
</tr>
<tr>
<td>$f_{\text{SC}1200}$</td>
</tr>
</tbody>
</table>

4. Computing Power

We instrumented the VSP of Figure 1 and for the purposes of simple experiments for this paper put the 2nd ARM926 processor and the Starcore SC1200 processor in Reset – so they consumed no cycles and no power.

The basic function computed is Instant Power which calculates the total energy consumed over some period of time or some number of events (such as cycles).
The functions computed that are useful for optimization purposes are:

- Maximum power consumed, over a particular period (maximum of the instant powers)
- Average power consumed over the whole experiment.

A simplified function used to compute instant power per k-cycles is given in the Equation 2:

Equation 2:

\[ f_{\text{power}} = \sum (\text{instructions of type } i \text{ in } k - \text{cycles}) \]

Similar functions occur for \( f_{\text{Pipe}} \), \( f_{\text{Cache}} \), \( f_{\text{TLB}} \), \( f_{\text{RegAcc}} \), \( f_{\text{MemAcc}} \), \( f_{\text{PeriphAcc}} \) and the weights for the constituent accumulating functions are given in Table 1, and the weights \( (W_i) \) for each of the classes of functions contributing to \( f_{\text{power}} \) have been set to 1 in this study. In more complex studies, the accumulating function might be replaced with individual functions relevant to computing power in ways not considered for the simple examples of this paper. Such functions might include history and implementation dependent technology functions.

### Table 2: Function Types and Event Weightings

<table>
<thead>
<tr>
<th>Function Types</th>
<th>Events</th>
<th>Power Weighting</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pipeline</td>
<td>ibase</td>
<td>6.0</td>
</tr>
<tr>
<td>Instruction Types</td>
<td>jmp</td>
<td>2.0</td>
</tr>
<tr>
<td></td>
<td>iexcept</td>
<td>2.0</td>
</tr>
<tr>
<td></td>
<td>ictrl</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>icoprocc</td>
<td>12.0</td>
</tr>
<tr>
<td></td>
<td>iidndefs</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>imemrd</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>imemrw</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>iarith</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>iother</td>
<td>1.0</td>
</tr>
<tr>
<td>Caches (I&amp;D)</td>
<td>icache_hit</td>
<td>5.0</td>
</tr>
<tr>
<td></td>
<td>icache_miss</td>
<td>5.0</td>
</tr>
<tr>
<td></td>
<td>dcache_hit</td>
<td>5.0</td>
</tr>
<tr>
<td></td>
<td>dcache_miss</td>
<td>5.0</td>
</tr>
<tr>
<td></td>
<td>line_fill</td>
<td>0</td>
</tr>
<tr>
<td>TLB</td>
<td>tbl_miss</td>
<td>30.0</td>
</tr>
<tr>
<td>Register</td>
<td>regfile_access</td>
<td>1.0</td>
</tr>
<tr>
<td>Memory (incl. bus transactions)</td>
<td>membus_transaction</td>
<td>50.0</td>
</tr>
<tr>
<td>Periph Device (incl. bus transactions)</td>
<td>periphbus_reg_access</td>
<td>50.0</td>
</tr>
</tbody>
</table>

### 5. Experimentation

The following is an outline of the experimental design process.

- The goal of the simple experiments reported here was minimize average power consumption and maximize speed across 2 target codes running on the triple core platform of Figure 1. The target codes selected were EEMBC [4] Viterbi and MV Linux v2.6.
- To determine the goal, we specified, across the executed target codes:
  - Power in terms of average power per instruction executed; and
  - Speed in terms of instructions executed per cycle.
- The contributing factors (independent of target codes) to the computation of power were identified as events captured from the VSP. These events are delineated above in Equation 2 and Table 2. The computation of speed is a simpler function – the total number of instructions executed averaged across all cycles executed. This information is directly available from the simulation.
- In a simulation environment, all factors are effectively controllable. Therefore randomization of experiments will have no effect. However, sample size and selection – say the random selection of a number of the EEMBC [4] communications related programs – are indeed important parts of the experimental protocol. It is in this way that variability and variability optimization functions – such as minimization of variability – can be addressed as part of the experimental procedure. In the latter characteristic, simulated systems and real systems are very similar.
- It then remains to determine which factors effect the power and speed computations and what combination of factors produces the optimal outcome. In a real engineering set of experiments, we would want to determine whether the optimum we had achieve was local or whether a better result could be achieved and what factors can be adjusted to produce the better outcome.

The design of experiments methodology relies on the ability to vary variables in the system and observe the results. The prioritization of which variables together with which interactions between variables cause the greatest effects gives us a handle by which to choose values of variables that guarantee an optimal outcome. If there are no interaction effects between variables, the response of the objective function will be linear wrt the variables. Interaction effects produce higher-order polynomial responses. Lines of the same response value are known as contours and traversing a contour will enable a
determination of the most efficient set of variables with which to produce a desired response.

Simply varying factors results in a lot of potential experiments – see the following Table 3:

<table>
<thead>
<tr>
<th>Factors</th>
<th>Variants</th>
<th>Number of Variants</th>
<th>Number of Experiments</th>
</tr>
</thead>
<tbody>
<tr>
<td>I-cache</td>
<td>Enabled, disabled</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>I-cache size</td>
<td>1k, 4k, 8k, 16k, 32k, 64k, 128k</td>
<td>7</td>
<td>7 * above = 14</td>
</tr>
<tr>
<td>I-cache Size</td>
<td>16B, 32B, 48B, 64B</td>
<td>4</td>
<td>4 * above = 56</td>
</tr>
<tr>
<td>D-cache</td>
<td>All variants – as for I cache</td>
<td>56</td>
<td>28 * above = 3,136</td>
</tr>
<tr>
<td>TLB</td>
<td>32, 64, 128 entries</td>
<td>3</td>
<td>3 * above = 9,408</td>
</tr>
<tr>
<td>I &amp; D Bus Width</td>
<td>4B, 8B, 16B</td>
<td>3 * 3</td>
<td>9 * above = 84,672</td>
</tr>
<tr>
<td>I &amp; D Memory</td>
<td>1st R/W = 4, 5, 6, 8 2nd R/W = 1, 2 (DDR, SDR)</td>
<td>2 * 4</td>
<td>8 * above = 677,376</td>
</tr>
<tr>
<td>Etc.</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

It is impossible to perform this number of experiments and process the results in a reasonable amount of time given that simulation runs of 500 million cycles might take 10-20 minutes, in full data acquisition and profiling mode. Fortunately, nor is it necessary, the number of experiments can be reduced dramatically using fractional factorial designs in which the number of experiments is determined by the important main effects and their interactions. In our study to simplify the analysis, we assumed no interaction effects and prioritized a small number of main effects, being: I&D cache enabled/disabled; I&D cache size – 1k and 32k, cache line size – 16B & 32B, and the data rate of memory accesses (DDR – double data rate, SDR – single data rate).

To underpin this selection, we ran exploratory experiments using Viterbi and Linux target code on many model variants and assessed the patterns of results in the light of analysis and expected behaviours. Once the real experiments have been performed, the expected outcome is the settings of the key variables that will produce the desired minimum power and maximum speed. In reality, the interaction effects will have a significant impact of the outcome.

6. Experimental Results

Two sets of target code were run on the same VSP – depicted in Figure 1 – in which only one processor was enabled – one of the ARM926Es. The target code – the Viterbi algorithm and Linux – were deliberately chosen as extreme examples of: almost ideal behaviour in regard to cache (Viterbi); and fairly ill-conditioned behaviour (Linux).

6.1 Viterbi on VaST ARM926E VSP

The results from seven Viterbi experiments are not a surprise – see the graphs Performance – Viterbi and Power Consumption-Viterbi, below. Uncached performance is poor both in regard to power consumption and speed. With cache enabled, and even minimal cache (1,024 bytes) was sufficient, a good working set fit to cache was achieved for this version of the Viterbi algorithm. If the ARM925E were to be a controller implementing an acoustic filter then a cache size of 1k bytes would be ideal – minimum power consumption and maximum performance. Since there is a better than 99.5% hit rate on the D-cache and I-cache, cache line size is immaterial as is bus width and memory type being either DDR or SDR.

Optimizing Performance: Generalizing the results – for target code with a working set size that matches the cache size and where there is a high hit ratio, cache size is the dominant determinant for optimizing speed and power consumption in a single processor VSP. For this extremum, cache line size, bus data width, and memory data rate – that is the memory hierarchy - are immaterial. The effect of DDR (double data rate) vs SDR (single data rate) memory had a ~7% impact on speed (higher) and power consumption (higher) for uncached Viterbi and had no impact when cache was enabled. Given the dominance of the memory hierarchy in governing VSP (hardware + software) performance, it is necessary to have data to back-up intuition.

6.2 Linux Boot on VaST ARM926E VSP

The Speed and relative Power Consumption of 9 variants of the experimental VSP were computed while booting Linux. The variants were selected from the full set of variants determined by - cache size: 1k, 8k, 32k; cache line: 16B, 32B; Mem configured as DDR or SDR – 1st word 5-cycles, 2nd 1-cycle / 2-cycles respectively; bus data width 4bytes. The results are shown in the graphs labeled Performance – Linux Boot on ARM926E and Power Consumption – Linux Boot on ARM926E.
Again, performance is the average number of instructions executed in 10 cycles. The boot sequence of Linux spends more than 50% of its time executing with the ARM926E I&D caches disabled. Linux performs initialization of the cache after the Initial Program Load, kernel load and the device driver installations. Once the operating system has booted and the idle loop is executing, the behaviour of the ARM926E VSP is much the same as its behaviour running Viterbi – that is the working-set size is compatible with any cache size. As is also expected, in an environment where the working set size of the target code greatly exceeds the cache size, the impact of the memory hierarchy on power and performance is considerable. Cache line size, bus bandwidth, and DDR vs SDR memory are the dominant factors when determining the settings that will optimize the system for power and speed.

6.3 Viterbi + Linux Boot
It is clear that if the target code workload is just Viterbi and Linux then the bigger the cache size – at least to 32 kbytes - the better will be the performance and the less the power consumption. This is far from a representative workload for a general purpose computer but it may be a reasonable representative of the constrained workloads presented to an embedded processor – especially one executing real-time control code.

7. Discussion and Future Work
Accelerating the development of software is a major competitive factor, since it dominates the engineering effort and the critical development path for most companies. In addition, in the development of real-time, critical control code, it is imperative that the tools that accurately measure dynamic attributes of systems – such as average and peak power consumption, average performance of the VSP under its usual work-loads, worst-case performance, etc. - be available to software developers. In real systems, it is impossible to mathematically characterize a complex, processor-centric VSP running real-time operating systems and control code to correctly interact asynchronously with devices.

The simple experiments that produced the results discussed in Section 6 give a small flavour as to what is feasible using high performance, timing accurate VSPs for both pre- and post-silicon software development and validation of architectures. Between the two extremes of workload (Viterbi and the Linux), exist the more typical workloads expected on an embedded system. The VSP used in this experiment runs at 55 MIPS and is cycle accurate.

In more realistic experiments, parameters can be set, as part of the experiment protocol, to produce worst-, typical- and best-case performances of any of the hardware components of a VSP. Similarly, the ability to instrument software at the package, task, function, statement, line of code and expression level, enables software engineers to immediately use a toolkit to get results that enable expressions, algorithms as well as complete application and systems to be optimized according to some desirable objective function. Making architecture, software, algorithm, hardware and interface decisions, based on quantitative data, proliferates combinatorially the number of experiments that need to be covered in a credible experimental regime. The use of the Design and Analysis of Experiments [5] methodology is a fundamental part of the engineering process at this level, and needs to be employed in order to reduce an impossible task to a reasonable task - and one that preserve the ability to realize optimal solutions.
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