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Abstract higher levels of reliability than Duplex by using one more

processing unit, but TMR consumes more energy for op-
For mission critical real-time applications, such as erating the additional processing unit.

satellite and surveillance systems, a high level of relia-  An Optimistic TMR (OTMR) scheme, which is de-
bility is desired as well as low energy consumption. In signed for energy efficiency, reduces system energy con-
this paper, we propose a general system power modelsumption for a traditional TMR by slowing down one
and explore the optimal speed setting to minimize sys-processing unit, provided that it can catch up and finish
tem energy consumption for an Optimistic TMR (OTMR) the computation before the deadline if the computations
scheme. The performance of OTMR is compared with thaton the other two units do encounter an error [5]. How-
of TMR and Duplex with respect to energy and reliability. ever, the maximum energy saving obtained by the OTMR
The results show that OTMR is always better than TMR scheme depends on appropriate speed setting for the pro-
by achieving higher levels of reliability and consuming cessing units, which in turn is determined by the sys-
less energy. With checkpoint overhead and recovery, Du-tem power characteristics. While dynamic power domi-
plex is not applicable when system load is high. However, nates processor power dissipation, static leakage power
Duplex may be more energy efficient than OTMR depend-increases much fast with technology advancements. For
ing on system static power and checkpointing overhead.example, static leakage power form technology was
Moreover, with one recovery section, Duplex achieves (.01% of total processor power, but is approachiis

comparable levels of reliability as that of OTMR. for 0.1um technologies [21]. For memory, the leakage
power also increases while active power decreases [20].
1. Introduction Thus, considering the whole processing unit, static power

will increase substantially with new technologies and
Energy management through voltage scaling [14], should be incorporated in power management schemes.
which reduces system supply voltage and Process- | this paper, we propose a general system power
ing speed to save energy, has been well studied in thenoge| and analyze the optimal processing speeds to min-
context of real-time systems [13, 18, 23, 24]. Fault tol- jpize energy consumption for the OTMR scheme. The
erance through redundancy has also been extensivelyéystem power model has an important effect on energy
explored for high levels of reliability [15, 16]. How-  management schemes. Specifically, an energy efficient
ever, there is relatively less work focusing on the gpeed can be obtained based on system power character-
combination of energy and reliability management jsiics, which could be higher than the minimum speed
[5, 12, 22, 25, 26, 27], which is particularly impor- 5 3 system. We show that the performance of OTMR
tant for mission critical real-time applications, such as g always better than TMR with respect to both energy
satellite and surveillance systems. and reliability. With checkpoint overhead and recovery,
Triple Modular Redundancy (TMR) and Duplex with  pyplex is not applicable when system load is high. But
temporal redundancy are common techniques to achiev&yhen system load is low, checkpointing overhead is small
high levels of reliability [15]. Nevertheless, redundancy gng static power is significant, Duplex is more efficient
also implies more energy consumption. For outer spacethan OTMR in terms of energy consumption. Assuming
exploration systems (e.g., Mars Rover), which are gen- 5 poisson distributed fault model, the reliability achieved
erally battery operateenergy efficient fault tolerands by each technique is also analyzed.
desired for longer lifetime. Intuitively, TMR can achieve
Closely Related WorlCombined with voltage scaling
«  This work has been supported by the Defense Advanced Researchf€Chniques, the optimal number of checkpoints among a
Projects Agency through the PARTS (Power-Aware Real-Time real-time application, uniformly or non-uniformly dis-
Systems) project (Contract F33615-00-C-1736). tributed, to achieve the minimum energy consumption




was explored for Duplex systems in [12]. Assum- ing speed is assumed to be able to take any Speed
ing a Poisson fault model, Zhangt al. proposed an  tween f,,;,, the minimum processing speed, afid..,
adaptive checkpointing scheme that dynamically ad- the maximum processing speed.
justs checkpoint intervals to tolerate a fixed number
of faults [25]. Elnozahyet al. proposed anOpti-  2-2- Power Model
mistic TMRscheme to reduce the energy consumption In embedded systems, the power is consumed mainly
for traditional TMR systems by allowing one process- by the processor, memory, clock and underlying circuits.
ing unit to slow down provided that it can catch up and When there is no computation to execute, we can either
finish the computation before the application’s dead- put a system into sleep, from which a system can quickly
line [5]. For a set of independent periodic tasks, using (e.g., in a few cycles) respond to computation require-
the primary/backup recovery model, Uns#l al. pro- ment, to save energy [5] or turn off the system to get
posed an energy-aware software-based fault tolerancanore energy savings. However, turning on/off a system
scheme, which postpones as much as possible the execuncurs huge time and energy overheads [1]. Thus, we as-
tion of backup tasks to minimize the overlap of primary sume that a system has three different stadéfs:sleep
and backup execution and thus to minimize energy con-andactive (defined as having computation in progress).
sumption [22]. Checkpointing was explored to tolerate a No power is consumed when a system is off. The system
fixed number of faults while minimizing the energy con- power is correspondingly divided into two categories:
sumption for a task set [27], and the work was further sleep powerwhich is a constant and is consumed while
extended in [26] by considering faults within check- a system is in sleep and active states, aciive power
points. which is only consumed while a system is active.
The sleep power includes (but is not limited to) the

The paper is organized as follows: the application power to maintain basic circuits, keep the clock running
model, system power model and fault model are dis- and the memory in sleep mode [11]. The active power
cussed in Section 2. We review the energy managementis further divided into two partsspeed-independent ac-
for TMR and obtain the optimal speeds for OTMR in Sec- tive powerand speed-dependent active pow&peed-
tion 3. Section 4 explores the applicability and the energy independent active power consists of part of memory and
management for Duplex. Section 5 analyzes the reliabili- processor power as well as any power that can be effi-
ties. The evaluation is presented and discussed in Sectiortiently removed by putting systems into sleep and is inde-

6. Section 7 concludes the paper. pendent of system supply voltages and processing speeds

[4, 11]. speed-dependent active power includes proces-
2. System Models sor's dynamic power and any power that depends on sys-
2.1. Application Model tem supply voltages and processing speeds [2, 20]. Thus,

We consider a frame-based real-time application that (€ System power can be modeled as:
is generally characterized byorst case execution time o ,
(WCET), L, and adeadline D, which is also the frame If - ? ;Z(PW’ + Fa) 8
d — ef

size. The execution within each frame is repeated and we
will focus on the _exe_CL_Jtion pf the applicc_':ltion within one \yhere P, is the sleep powerP,, is the speed-
frame due to pe_r|0d|C|ty. Given that variable spee_d Pro- independent active power arft} is the speed-dependent
cessors are available [7, 8], the WCET of.an appllcatlon active power/ equalsO if the system is in sleep ant
depends on the processor speed. Assuming@hatthe equalsl if the system is activeC’, ; andm (> 2) are sys-

worst case number of cyclésr an application( als0 (e gependent constants ayids the processing speed
depends on the processor speed with memory accessegn number of cycles per time unit) [2].

being considered [19]. However, with a rea_so_nable _size When the performance requirement is not the max-
cache,C' was shown to have very small variations with imum, we can useoltage scalingwhich reduces sys-

different speeds_ [12]. For simplicity, we assume thdas tem supply voltage for lower speddso further manage
a constant and is the number of cycles needed by an apy,o speed-dependent active power [14]. The maximum

pllgat|9n at the maximum speefénm. Thus, the appli-  gheeq.dependent active power corresponds to the maxi-
(?atlons WCET atf,,q, is L = Tz and the execution speed,... and is denoted by’*®® = Cy;fm .
time doubles when the speed is reduced by'half For convenience, the values Bf and P;,,; are assumed

As usual in real-time systems, we assume fhat D to bea P*** and3P}***, respectively.
and define the system load as = %. The process-

2 Forthe case of discrete processing speeds, we can use two adjacent

1 Notice that, this is a conservative model. With memory effe@ts, speeds to emulate any speed not supported by the system [10].
actually decreases with reduced speeds and the execution time will3  In the rest of this paper, we use speed changes to stand for chang-
be less than the modeled time. ing both system supply voltage and processing speed.



The Effect of Power Model on Voltage Scalifrgu-

itively, lower processing speeds result in less speed-
dependent active energy consumption. But the ap-

plication will run longer and thus consume more
speed-independent active energy. Therefore, there is a
energy efficient speed.. to minimize the energy con-
sumption [5, 6, 9, 18]. Here, we estimafg. using our
general power model.

Consider an application running at spefefbr I, {mas

application is (the system is put into sleep right after it
finishes executing the application):

fmaz

f

whereD is the application’s deadline. Notice that the sys-
tem will be put to sleep fofD — L%) time units. Due
to the high time and energy overhead of turning on/off a

E:P5D+(Pznd+ceffm)l/ (3)

. . . f
time units, the system energy consumption to execute the3'

fault(s) during an application execution times:
plty=1—e™ @)

That is, the reliability (i.e., the probability of having no

ri‘ault) for an application will depend on its execution time.

The longer an application runs, the higher the probabil-
ity of having fault(s) and the lower the reliability is.

TMR and Optimistic TMR

A TMR system tolerates one fault by running an appli-
cation on three identical processing units simultaneously
and voting on the three outputs [15]. Expecting that faults
are rare, an Optimistic TMR (OTMR) scheme has been
proposed to reduce the energy consumption in a TMR
system. The idea is to turn off or slow down one process-
ing unit, provided that it can catch up and finish the com-
putation before the deadline if the other two units do en-
counter an error [5]. Below, we first briefly review the en-

system [1], we assume the system is always on and thegrgy management for TMR using our power model, and

sleep powelP; is always consumed.
By differentiating Equation (3) with respect 1 we
find that £ is minimized whenf = ’,"/%fmw, which

is defined as thenergy-efficienspeedf... Given that
fmain 1S the minimum supported processing speed, we
define the minimum energy efficient speed fag, =
max{ foin, fee} @Ndxk = f—* That is, we may be
forced to run at a speed hig'ﬁgfthﬁgg to meet the appli-
cation’s deadline or to comply with the lowest speed limi-
tation, but we should never run at a speed befgwsince
doing so consumes more energy. Thuken the system
power has a speed-independent component that can
be efficiently removed, its effect on voltage scaling is
equivalent to imposing an energy efficient speed.

Notice that an application cannot run faster than the
maximum speed, o If fee > fmaz, thatis,G > m—1,
all applications would run af,,,,.. to minimize the en-
ergy consumption and no voltage scaling is required. In
this paper, we assume that< m — 1.

2.3. Fault Model
During the execution of an application, a fault may

then derive the optimal speed setting to minimize the sys-
tem energy consumption for OTMR.

3.1. Energy Management for TMR

With load o = £ < 1, we can execute the appli-
cation with reduced speed (i.e., as lowas,,..) and
save energy while ensuring that the application’s dead-
line is met. With the minimal energy efficient speed be-
ing fsys (see Section 2), an application would run at the
speed offrarr = maxz{o frmaz, fsys} 10 Minimize the
energy consumption. Thus, the energy consumption for

fmaz

MR is:
fTMR) ®)

Recall thatf,,s = & fmaz. FOr low system loads, that is,
when0 < o < K, we havefTMR = fsys andETMR =
3(a+ (B+£™)2) Py*D. However, whens < o <
1, we havefryr = 0 fmae adEryr = 3(a + B +
o™)PJ* D.
3.2. Optimal Speeds for OTMR

With the expectation that no fault will occur in the first

Eryr=3 (PSD + (Pind + Cep fTur) L

occur due to various reasons, such as hardware failurestwo units of a TMR system, the third unit could sleep or

software errors and the effect of cosmic ray radiations.
Sincetransientandintermittentfaults occur much more
frequently tharpermanenfaults [3], in this paper, we fo-
cus on transient and intermittent faults, which can be re-
covered through re-execution.

run at a lower speed as long as we can ensure that it has
enough reserved time to finish the execution befbre
The speed for the first two units gsucial in determin-

ing whenthe third unit should begin to run and what
speed. In what follows, we explore the optimal speed set-

The interarrival time of faults is assumed to follow ting for OTMR to minimize system energy consumption.

a Poisson distribution with an average arrival rate\of
In general,\ varies with different system supply volt-

Suppose that the optimal speed for the first two units
iS fo = & fmasz. We havefy > maz{o frmaz, fsys}, that

ages and processing speeds. However, to the best ofs, z > maxz{c, x}. The reserved time for the third unit

our knowledge, there is no existing model in the litera-

isD—L.If D—L > [ (i.e., the reserved time is enough

ture that addresses this problem. For simplicity, we as- for the third unit to finish the computation gf,,.), no
sume that\ is a constant. Thus, the probability of having work needs to be done concurrently and the third unit
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just sleeps initially (see following Case 1). Otherwise, the
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fmaz Will needlessly increase the energy consump-

part of the application that needs to be executed concur-tion for the first two units. Since the optimal speed

rently with the first two units is. — (D — £) with speed

_ _L
f3 = max{fsysa%fmam} = max{fsysv(l -

1%’gc)fmw}. In order to find the optimal speeds, we
need to consider the following cases regarding to differ-
ent system loads.

Casel: 0 < o < 7 (system load is very low).

In this case, we havk < ng (fromo < HLH), that
is, there is enough reserved time and the third unit just
sleeps initially. The optimal speed for the first two units
iS fsys @s shown in Figure 1a. In the figure, the width of a

rectangle represents processing speed, and the height rep-
resents execution time. The rectangle area represents the

number of cycles needed for the application. Since faults
are rare, we consider only the energy consumption during
fault free execution in the following analysis. The mini-
mum fault free energy consumption for OTMR is:

Eormr = 3PsD+2(Pipg+ Cey STZS)LJ;mam
sYs

R o

Case2: £ < o < r (system load is low).

1+k
In this case, the third unit may have to execute part

of the application concurrently with the first two units as
shown in Figure 1b. However, the third unit does not need
to run at a speed higher thdg,, initially to meet the tim-
ing constraints, as discussed below.

Notice that, when the reserved time for the third unit
is L, the first two units should run at speeg— f,ac =
172> fmaz, Which is higher tharf,, s (notice thatlJ%N <o
and fsys = kKfmae). RUunning at a speed higher than

for the first two unitsfo = zf,,.. iS also limited by
Jmaz, We have fo < min{1% fimaes fmac ), that is,

z < min{1Z,1}. Thus, we have. — (D — £) > 0.
Recall that the optimal speed for the third unit to ex-
ecute the overlapping part of the applicationfis =
maz{ fsys, (1 — 1TT"av)fmmj}. Since fo > fsys, that
is, z > k > o, we have(l — =22) frae < (1 —
I?Tga)fmax = 0 frmaz < fsys- Thus, f3 = fsys- How-
ever, the start time for the third unit is determinedaby
ando. Therefore, the energy consumption for OTMR is:

L

xr
L-(D-L
+(Pind +Ceffsmys)%
Ba+2(8+ xm)%

(-9

Eormr 3PsD + 2(Pina + Cey f3")

L

—_

+(B+ w7 P

Differentiating the above equation with respectitand
_1\.m_og_B_, m—1

setting 2Zgran — 2(m_ Vel 2o, ox

conclude tha o7 r IS Minimized when

m 25 + % + K’mil def
= —r = X3.m
2(m _ 1) Ba s

subject tox < 2 < min{1%,1}. Thus, ifzg . . < &,
Eorur 1S minimized whenr = «; otherwise,Eorir
is minimized whenr = min{1, 12-, 25 xm}-
Case3: k < o < 52— (system load is high).
Noting thatfo = xfe and fs = max{ feys, (1 —

1222) fimas }- The speedl — 1=22) f,,q, is smaller than

o = 0, we
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Figure 1b) and the optimat to minimize Eorprr can
be solved as in Cask However, ifz < 1;"0— we have
(1 - —a:)f,m“ > fsys and the third unit will run at
speedf; = (1 — —o:)fm(m (as in Figure 1c). The op-
timal = to minimize Eo7rr can be found iteratively as
will be shown for Casel discussed next. As the result,
the optimalz is the one that results in smalléyras g
among the two sub cases.

Case4: ﬁ < o < 1 (the system load is very high).

From ;& < o, we havel < 1=
r < min{1%;,1} as discussed in Case Therefore,

1

z <1< Efo, thatis,s < 1 — =2z, Hence the
third unit needs to execute part of the application con-
currently with the first two units at spedd = y finae =
(1 - —m)fmm > fsys @S shown in Figure 1c. Thus,
the energy consumption for OTMR is:

L
SPGD + 2(P7nd + Cefom)E

L-—(D-1%)

Eorur
+(Pznd + Ceffén
(30 +2(8 + ™)

sy 708

)

g
)Py D

Setting?Zorun — (), we conclude thaEor s is min-
imized whenr satisfies the following equation subject to

o <z <min{;%,1}:
2(m — 1)oz™y? — (1 —o)(m — 1)z?y™ +
(m—1) - . a(ac —o)zy™ + B(1 — 0)x® — Boy
—2B0y* — @(m —o)r —oy™ =0

wherey = 1 — =24 Itis not clear if there is a close
form for the solutionz. For a givenm, 8 and o, how-
ever,z can be found iteratively.

In summary, to minimize the energy consump-
tion of OTMR, wheno < <, the optimal speed
for the first two units isf,,s and the third units just
sleeps. Whengf- < o < &, the optimal speed
for the first two units isfsys (if 2gem < k) OF
min{1l Z8,5,m } fmaz, While the third unit runs at

7107

m [ 2842 4rm—1
BRI CTE When the sys-

tem load is high, that is; < o < 1, the optimal speeds
need to be solved iteratively.

fsysu Wherexﬁ,n,m =

4. Duplex Systems

Duplex can detect fault(s) and recover through re-
execution. Checkpointing, as an efficient technique to ex-
plore temporal redundancy and achieve high reliability,

there is a fault [15]. In this paper, we first analyze the
applicability of Duplex under different checkpoint over-
heads, then the optimal number of checkpoints to mini-
mize energy consumption is explored using our general
system power model. For simplicity, only uniformly dis-
tributed checkpoints are considered [12].

Suppose the overhead of taking one checkpoint is
and n is the number of checkpoints taken. The more
checkpoints a Duplex has, the smaller a recovery sec-
tion is (i.e., L) but the more checkpoint overhead in-
curred (i.e. nr) If the normalized checkpoint overhead
isy = 1,thenr =~yL =~oD.

4.1. Applicability Analysis

Typically, a Duplex system employs only one recov-
ery section because of the usually small failure rates. If
there aren checkpoints, the recovery section !rs As-
suming that theecovery overheadvhich is the t|me for
a Duplex to restore its previous correct state, is also
(the same as a checkpoint overhead), the following con-
dition should be satisfied:

L
L4+nr+r+—<D
n
which, usingl. = ¢ D andr = ~vo D, can be rewritten as
yon? —(1—o —~o)n+0 <0 (6)

Solving Equation (6) forn, we get:

(1—0—70)—+/(1 —0—70)% — 4y02 <

2vo -

< (1—0—~0)++/(1—0—70)2 —4dyo2
- 2vo

Leto., be the upper bound for the system load that Du-
plex can handle for a given checkpointing overhgath
order forn to have a real (non-imaginary) solution, we

def
should haver < W = o,y 1n ether Words, Du-
plex is not applicable it > o. In this section, we as-

sume that < o,.

4.2. Energy Management

With n checkpoints, Duplex could run the applica-
tion and checkpoints at speg) = L*“’"

—r— L

max

+
= VZ”" fmaz With enough time bemg reserved for one

recovery section. From Section 2, to minimize the en-
ergy consumption, Duplex will execute the application at
speedfp., = maxz{fp, fsys} and the fault free energy
consumption is:

< k, Du-

f’"La.L

Dup

EDup =2 (PSD + (Pznd + Ceffglup) (L +nr )

When0 < fp < fays, thatis,0 < ﬁ%

rolls back the execution to the latest correct state whenplex executes the application and checkpomts at speed



fsys and the energy consumption is:
ma O+ nyo mas
Epup =2 (oz—k(ﬁ—&—/f )/j) prarp

Noting thataED“” > 0, we conclude thaEp,,, is mini-

mized at the smallest that satisfie® < ;2217 < k.
Foranyn(> 1), we have) < ;21227 From”iﬂ <
Kk, We can get a quadratic equatlonnm
yon? — (k — o0 — kyo)n+ ko <0

Solving this equation, we get:

(k — 0 — kyo) — \/(k — 0 — ky0)2 — 402K <

2vo -

" <(H—a—f-@*ya)Jr\/(/170—/170)274702/—1

- 2vo

From the above equation, to have a real (hon-imaginary)

def
n, we must haver < W In other

O,y
words, in order to run the application and checkpoints at
fsys the system load should be smaller thay,. Thus,
the optimal number of checkpoints to minimizg.,, in
this case is:

} )

n = mazxr {1, (k=0 = ryo) =

When system load is higher( , < o < o), we will
haver < 1"_:% and thereforef,,s < fp. The appli-
cation and checkpoints need to runfat and the energy

consumption is:
) ) (1 — o — 5)} P D
n

EDup =2 |:04+ (ﬁ"r (7_7
Notice that any: will satisfy x < "TY% wheno,, , <

V(s — 0 — kyo)2 —dyolk
2vo

o
n

o <o, Setd%f’“” = 0, we find thatE'p,,, is minimized
whenn satisfies the following equation:

g
mn?*y(1 =50 = —)(o + o)™

+A(1 =70 — Z)" — (m

We could not find a close form for the solutian How-
ever, for givenn, 3,y ando, the value of: that satisfies
the above equation can be found iteratively.

def
In summary, whe) < o < 1+m+2f = 0y the

optimal number of checkpoints to minimize Ep,,, is
1 def

given by Equation (7); when,, , < 0 < TT92A
o, the optimal number of checkpoinis to minimize
Epup can be solved iteratively. & > o, Duplex can-
not be used.

1)(c +nvyo)™ =0

5. Reliability Analysis

From previous analysis, the optimal speed to mini-
mize energy consumption for a TMR systenyis g =

maz{ fsys, 0 fmaz }, that is, the application will run for
timetryr = min{%, D}. Given a Poisson distributed
fault model with the average arrival rate dfthe proba-
bility of having fault(s) on one processing unit would be
PTMR = P(tTMR) =1— e MrTME, Thus, the reliabil-
ity of a TMR system is;

Rrvr = (1—prur)® +3(1 — prar)’prvr

where the first term is the probability of having no faults
during execution and the second term is the probability
of having fault(s) only in one processing unit.

For the OTMR scheme, suppose the optimal speed
for the first two units to minimize energy consumption
iS fo = %fmas, the execution will take time, = £
and the probability of having fault(s) during the execu-
tion on one processing unit js = p(tz) = 1 — e %,
When the computation on the first two units encoun-
ters an error, the third unit will need to finish the exe-
cution. Notice that, the reserved time for the third unit
isD— L If D—- % > L, nowork needs to be done
concurrently and the third unit will run for timg; =
min{D — £ L}  Otherwise, the amount of work that
needs to be done concurrently with the first two units is
L — (D — £). The optimal speed for the concurrent ex-

. . L—(D—L)
ecution |Sf3 = yfmaa: = mam{fsyw T fmaw}
Thus, the total execution time for the third unit would be
_ _L . .
ty = L=P=2) L) and the probability of having

fault(s) on the third unit i9s = p(t3)1 — e~ 2. There-

fore, the reliability of a OTMR system is:
Rorumr = (1= p2)® +2(1 = p2)pa(1 — ps)

where the first term is the probability of having no fault
in the first two units and the second term is the probabil-
ity of having fault(s) on any one of the first two units but
no fault on the third unit.

For Duplex, we assume that one processing unit in a
duplex system will fail if there is a fault during the ex-
ecution of application sections or checkpofnisd the
recovery section will be executed on both units. Sup-
pose the optimal number of checkpoints to minimize en-
ergy consumption is, the speed to run the application
and checkpoints i§p., = maz{fsys, 1”*"”" Frmaz }-
Thus, one section (including one checkpoint "and one sec-
tion of the application) needs timg = (r + )?};—‘;I
and the probability of having fault(s) on one prof:ess-
ing unit during the execution of one section gg =
p(ta) 1 — e~*4, while the probability of one sec-
tion being correctly executed B, (1 — pa)?. No-
tice that the recovery section executes at spged. The

A Duplex might not detect a failure if a failure happens during a
checkpoint and the section following the faulty checkpoint does
not fail. But, for simplicity, we do a pessimistic analysis and as-
sume that a duplex will fail if one checkpoint fails.
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Figure 2. Optimal Speeds and Energy Consumption for OTMR and TMR; a=0.5and P***D = 1.

probability of having fault(s) on one processing unit dur- fall betweern2 and3. In this paper, we usg» = 2.6. For
ing a recovery section (including recovery overhead) is duplex systems, the checkpoint overhead could be very
pr = p(r + L) =1 - e+ and the probability of  small [17] and we will usey = 0.01,0.05,0.1, respec-

the recovery section correctly executed®is= (1—p,)2. tively.
Hence, the reliability of a duplex system is: For simplicity, we use normalized processing speed
Rpup = R? +nR""'(1 — Ry)R, With fiae = 1, and assume that,s = %/ =25 fras

where the first term is the probability of having no fault (8., frmin < fec, S€€ Section 2)

during all sections and the second term is the probability 6.1. Comparison between OTMR and TMR

that one section fails while the recovery section executes st we compare OTMR with TMR on energy con-

correctly. sumption. As we discussed earlier, the processing speed
6. Comparison and Discussion for the first two processing units in OTMR systems is crit-
ical in energy savings. Figure 2a, 2b and 2c show the op-
timal processing speeds for the first two units in OTMR
éOTMR-Z), the third unit of OTMR (OTMR-3) and all
units in TMR (TMR), to minimize energy consumption
under different system loads.

Notice that, the minimum energy efficient speed

In this section, we will compare the energy consump-
tion and reliability for TMR, OTMR and Duplex. First,
let us determine the system parameters, that is, the value
that we should use faw, 8 andm in the analysis. Re-
call thatw is for sleep power; is for speed-independent
active power andh is the exponent for speed-dependent
active power (see Section 2). foys = %/ 25 fnae is determined by3 and m. With

For a P-1lI600M H z system, the processor consumes fixed m = 2.6, the largers leads to largerf,,,. From
the peak power oR27W, memory consumes§W, and Figure 2a, 2b and 2c, we can see that the optimal speed
the total system power is arountf1/ [1]. Consider- for TMR is maz{ fsys, 0 fmaz}. FOr OTMR, the op-
ing that processor and memory power can be reducedtimal speed for the first two units is the same as that
by up to98% of their active power when hibernating for TMR when system load is lows( < 145), and be-

[4, 11], in our analysis, we will usee = 0.1,0.5,1.0 gins to increase sharply when system load becomes
and 3 = 0.1,0.5,1.0. Generally,m is between2 and higher. By running the first two units faster, OTMR re-

3 for voltage scaling processors [2]; our recent analysis serves enough time and the third unit could sleep at
shows thatn = 2.6 for Intel XScale model [7]. Consid- the beginning and thus save more energy. For exam-
ering other voltage related power, such as some compo-ple, wheng = 0.5 (Figure 2b), the optimal speed for the
nent of the leakage power [20], we expect thaivill still first two units isfsys = Kfmaee = 0.6393 and the third
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Figure 3. Optimal number of checkpoints for Duplex; m = 2.6.

[N

[N

[N

= 0.39; when load is

tive power, thus, the application is able to run faf

unit sleeps when loagd <
slightly higher, the optimal speed for the first two units with fewer number of checkpoints for the same sys-
increases tq%- (see Section 3) and the third unit contin- tem load.
ues to sleep until the load reaches= 0.4671, at which Figure 4 shows the optimal energy consumption for
point -2 = 0.8764 = 4., = ¥ 2,6+%::~)m*1; af- Duplex with different checkpoint overheads as well as
ter that the first two units run at the optimal speed IOTIEAR when spﬁedqn(;j;pen(ientlactlv?/\[/:)r?wersndkstqtlf
z3..m = 0.8764 and the third unit begin to run at ca ?]gedppwer ave "' _erenivg(t;les.D len ¢ fc poin
fsys = 0.6393 (however, the running time for the third ?ver eng\l/lsRve?/hslma (€3 = 0.01), E{J_p e>f< 0? per-
unit is not the same as the first two units before load ap- tormls db with less elnergy CFt)nsump 'Iolrl] orhow S%/St'.
proaches;l— = 0.7349, after which the third unit's €m load by using one ess unit, especially when static
speed is higher thaf, ). leakage power and/or speed-independent active power is
. vs - significant. When static leakage power is very small (e.g.,
Figure 2d, 2e and 2f show the minimum energy con- . S
; : . a = 0.1) and checkpoint overhead is big (i.e.~ 0.1),
sumptions for TMR and OTMR with different system ;
: OTMR consumes less energy than Duplex with moderate
loads when we seP*** D = 1 to normalize the energy .
. : a o . system loads. As expected, OTMR is much worse than
units. Notice that the sleep power (indicateddjyis the .
Duplex for larger static leakage power (e.g.,.= 1.0).

same for TMR and OTMR and we assume- 0.5. Even However, only OTMR is applicable when system load ap-
though OTMR'’s first two units run typically faster than proaches’l y PP y P

TMR, the sleep of the third unit causes OTMR to con-
sume equal or less energy than TMR, at the expense of 8.3. Reliability Evaluation

more complex speed management scheme. We examine the reliability achieved by each scheme

when their processing speeds are optimal for energy con-
sumption. With the assumption that the interarrival time
of faults follows Poisson distribution and the average fail-
ure rate is\, the probability of failure on one processing

6.2. Comparison between OTMR and Duplex

The optimal number of checkpoints for Duplex
to minimize energy consumption is determined by
m, 3, v and o. Figure 3 shows the optimal num- unit during the period oD is p(D) = 1 — e~ *P. Since
ber of checkpoints for a duplex system with different the deadline) is an application specific parameter, in the
speed-independent active power and different check-following discussion we assume thdtD) = 102,10~4
point overheady = 0.01,0.05,0.1 corresponding to  and10~°.

Dup-0.01, Dup-0.05 and Dup-0.1, respectively) un-  Figure 5 shows the probability of failure for all
der different system loads. From the figure, we can schemes with different values of(D) (i.e., differ-
see that Duplex is only applicable when the sys- ent failure rates). Lower probability of failure means
tem load is low and/or the overhead of checkpoints is higher reliability. As expected, when the load in-
small. With checkpoint overhead increasing, the max- creases, the reliabilities for all schemes decrease since
imum system load a Duplex can handle decreases.all schemes use more time to execute the applica-
As expected, the optimal number of checkpoints in- tion. The reason is that, with the interarrival time of
creases when the checkpoint overhead decreases sindaults following a Poisson distribution, the longer a pro-
more checkpoints can be used with smaller check- cessing unit runs, the higher the probability it fails and
point overhead. The optimal number of checkpoints the lower the reliability is. OTMR achieves slightly bet-
decreases when speed-independent active po#yan{ ter reliability than TMR since OTMR runs faster and uses
creases. The reason is that the minimum energy efficientless time to execute an application. Also note that dif-
speedf,,, is higher with high speed-independent ac- ferent checkpoint overheads have no significant effect



T T
OTMR

T

T
5L OTMR —— d
L Dup-0.01 ---- Dup-0.01 ---
§ 2%[ Dup0.05 e 15 § 45 Dup-0.05 we b
I3 I3 I3 4+ -
£ 7 £ £
3 2 > 35f J
= = =
8 1 38 8 Lol 1
o o S 25 b
o b = = L i
2 2 g 2
S i 0 w 15 e T
5 1k i
0 1 1 1 1 1 1 1 0 1 1 1 1 1 1 1 05 . 1 1 1 1 1
01 02 03 04 05 06 07 08 09 01 02 03 04 05 06 07 08 09 01 02 03 04 05 06 07 08 09
load load load
a.a=01,3=01 b.a=0.1,3=05 c.a=01,4=10
4.5 T T T T T T 55 T T T T T T 7 T T T T T T
OTMR 5| OTMR OTMR
- 4 - Dup-0.01 -------- - Dup-0.01 -------- - 6 Dup-0.01 -
o Dup-0.05 e S 45 F Dup-0.05 s - o Dup-0.05 e
I3 b I3 I3
£ £ 1 E S 1
> > >
(%) | (%) - [%)
c c S 4 A
o o o
(@] B (@] A (@]
> > >
=y =g b > 3 -
Q | Q Q
= = - =
w i w uoo i
1 ""““l““"'l 1 1 1 1 1 1 1 1 1 1 1 1 1 1 - 1 1 1 1 1 1 1
01 02 03 04 05 06 07 08 09 01 02 03 04 05 06 07 08 09 01 02 03 04 05 06 07 08 09
load load load
d.a=05,8=0.1 e.a=0508=05 f.a=0508=1.0
6 T T T T T T 7 T T T T T T 9 T T T T T T
OTMR 65 _ OTMR /1 OTMR
- 55 F Dup-0.01 -------- - . Dup-0.01 -------- - 8 [ Dup-0.01 ------=
& 5 | DUp-0.05 & 6 [ Dup-0.05 - b & DUp-0.05 s
g S 55} - s 7 b
E 45 1 E 5L 4 g
7] 7] o 6 B
s 4 B S 45 B s
o o o 5 4
> 35 J S 4r ] o
o o o
T 3 i 3 35 b 3 4 E
= = =
| i} 3r i |
25 1 25 . g 5r 1
2 e 1 1 1 1 1 2 S 1 1 1 1 1 1 2 - 1 1 1 1 1 1 1
01 02 03 04 05 06 0.7 0.8 09 01 02 03 04 05 06 0.7 0.8 09 01 02 03 04 05 06 07 08 09
load load load
g.a=108=0.1 h.a =1.0,8=0.5 i.a=1008=1.0
Figure 4. Energy Consumption of OTMR and Duplex; assuming PretD =1.

on the reliability achieved by Duplex. With one recov- checkpoint overheads is studied and the reliability for
ery section, Duplex achieves comparable levels of relia- TMR, OTMR and Duplex is computed by assuming a
bility as that of OTMR, especially with low loads where Poisson distributed fault model.

all executions are performed at the minimum energy ef-  Our analysis show that if the static power can be ef-
ficient speed. ficiently removed when a system is in sleep state (i.e.,
becomes speed-independent active power), OTMR con-
sumes comparable energy with Duplex and is applica-
ble even when system load approachegdowever, if the
static power, including the power for the underlying cir-
cuits, cannot be turned off, Duplex will consume much
less energy than OTMR when Duplex is applicable (i.e.,
when system load is not very high and checkpoint over-
head is small). Furthermore, Duplex with optimal check-

7. Conclusion

An Optimistic TMR (OTMR) scheme has been pro-
posed to reduce the energy consumption for traditional
TMR systems by turning off or slowing down one pro-
cessing unit, provided that it can catch up and finish the
computation before the deadline if the computation on
the other two units does encounter an error [5]. How- =77 ™ =0 =00 ; o
ever, the maximum energy saving obtained by the OTMR pomt distribution achieves comparable levels of reliabil-
scheme depends on appropriate speed setting for the pro'—ty as that of OTMR.
cessing units, which in turn is determined by the system References
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