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Precomputation Schemes for QoS Routing
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Abstract—Precomputation-based methods have recently been Precomputatiorbased methods have recently been proposed
proposed as an instrument to facilitate scalability, improve as an instrument for facilitating scalability, improving response
response time, and reduce computation load on network elements. time, and reducing the computational load on network elements
The key idea is to effectively reduce the time needed to handle an ' . . - . )
event by performing a certain amount of computations inadvance The key idea is to effgctlvely red.uce the time needed touhandle
i.e., prior to the event's arrival. Such computations are performed @n event by performing a certain amount of computations
as background processes, thus enabling to promptly provide a advancei.e., prior to the event's arrival. Such advance com-

solution upon a request, through a simple, fast procedure. putations are performed as background processes, i.e., when
In this paper, we investigate precomputation methods inthe con- 5 patywork element is idle or underutilized, thus, resulting in

text of Quality-of-Service (QoS) routing. Precomputation is highly - . s
desirable for QoS routing schemes due to the high computation better utilization of the computational capabilities of network

complexity of selecting QoS paths on the one hand, and the need to€lements. In addition, when the rate of external events is
promptly provide a satisfactory path upon a request on the other high, a considerable reduction in overall computational load is
hand. We consider two major settings of QoS routing. The first gchieved.

is the case where the QoS constraint is of the “bottleneck” type, P ) )
e.g., a bandwidth requirement, and network optimization is sought Precomputation is performed by means of a two-phase pro

through hop minimization. The second is the more general setting c€dure, which we refer to aspaecomputation schemeéhe first

of “additive” QoS constraints (e.g., delay) and general link costs.  phase is executed in advance and its purpose is to precompute
This paper mainly focuses on the first setting. First, we show solutionsa priori for a wide set of possible event parameters.

that, by exploiting the typical hierarchical structure of large-scale  The computations performed at this phase are then summarized

networks, one can achieve a substantial improvement in terms ;, 5 4atahase for later usage. The second phase is activated when

of computational complexity. Next, we consider networks with . . . .

topology aggregation. We indicate that precomputation is a a0 event arrives and its purpose is to promptly provide an ade-

necessary element for any QoS routing scheme and establish aquate solution for the event's parameters. The second phase ei-

precomputation scheme appropriate for such settings. Finally, ther selects one of the solutions precomputed at the first phase,

we consider the case of additive QoS constraints (e.g., delay) andoy, if necessary, performs a few additional computations. For

general link costs. As the routing problem becomes/P-hard, we  ;1ance when handling connection requests with delay con-
focus one-optimal approximations and derive a precomputation

scheme that offers a major improvement over the standard Straints, the first phase may precompute paths for a wide range
approach. of possible delay constraints, while the second phase just needs
Index Terms—Hierarchical networks, precomputation, Quality to selec_t a_suitable pa_th from the precomp_uted database, i.e._, one
of Service (Q0S), routing, topology aggregation. that satisfies the particular delay constraints of the connection.
The execution time of the second phase has animmediate impact
on network performance, hence, it is highly desirable to keep its
|. INTRODUCTION computational complexity as low as possible. In the above ex-
N RECENT years, we have witnessed considerable acco@mple, the less time consumed in finding the proper path, the
plishments in the design, development, and deploymentlgss time is consumed in establishing the new connection.
broadband communication networks. Network capabilities, in We conclude that precomputation is a highly desirable
particular those of the Internet, grow at a remarkable rate. 8¢heme and, at times, a necessary component for the efficient
the same time, a phenomenal growth in data traffic and a widentrol and management of broadband networks. We proceed
range of new requirements of emerging applications call for ndé@ discuss its major benefits in some more detail.
mechanisms for the control and management of communicatiorEnhancing scalability. As networks grow in size, ap-
networks. This poses some major challenges. Not only are maufgpriate control mechanisms must scale well with network
problems intrinsically difficult, but there are also additional corgrowth. The two major strategies for achieving scalability are
straints, such as limitations on the computational capabilitiémiting the amount of link state information, and reducing
of network elements. In addition, any such control and mathe computational load of network elements. Precomputation
agement mechanism must scale well with network growth antethods constitute a useful tool for both strategies. Indeed, in
provide fast response to internal (e.qg., link failure) and externalany typical settings, where the rate of event arrivals is high,
(e.g., connection request) events. precomputation allows reduction of the overall computational
load. Furthermore, as will be discussed below, precomputation
Manuscript received March 14, 2001; revised March 14, 2002; approved Bﬂy'/et[hOdS ar_e necessary_ f(_)l’ handlitm@ology aggregationa
IEEE/ACM TRANSACTIONS ONNETWORKING Editor P. Steenkiste. major technique for obtaining scalability.
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are handled much faster if some computations are performedandwidth oneachlink of the connection’s path is that with
advance. For instance, an alternative path can be precompudésder hops, one consumes fewer resources. As a result, hop-con-
for each possible link failure. strained path optimization has emerged as an important com-
Improving performance in bursty conditions. Under ponent of several recent proposals for IP-oriented QoS routing
bursty conditions, a new connection request might arriygotocols [9]. Luckily, hop minimization turns out to be an op-
before the handling of a previous request has been completi@&aization criterion that is relatively easy to handle.
Computations performed prior to the burst reduce the timeThe high complexity associated with QoS routing on the one
needed for handling a request. hand and the requirement of fast path selection on the other
Improving load balancing. In a precomputation scheme, ehand make precomputation highly desirable for QoS routing
number of potential requests are processed through the satlgemes. Accordingly, this paper mainly focuses on the problem
procedure. This facilitates distribution of available resource$ precomputing paths of maximal bandwidth for each pos-
among different requests in an efficient manner. For exampgible hop-count value. This problem was initially investigated in
consider a setting in which packets are sent along shortest [(t2], and was termed there as tilehops optimal patiproblem
almost-shortest) paths, determined by the source node. For s(idHOP). While a trivial solution to that problem is offered by
a setting, a precomputation scheme would identify a numhie standard Bellman—Ford algorithm [8], in [12] an algorithm
of shortest and near-shortest paths in advance and supply dith a lower worst case bound is presented; yet the improve-
ferent paths to different connection requests, effectively facilinent is achieved only in dense (highly connected) topologies,
tating load balancing. while communication networks usually have a sparse topology.
In fact, several existing network mechanisms employ sonethis paper, we show that, by exploiting thierarchical struc-
form of precomputation. As a straightforward example, considerretypical of large-scale networks, a better solution in terms of
standard IP routing, where each packet is forwarded by a routemputation complexity can be obtained.
according to itprecomputedouting table. Next, we consider QoS routing in networks with topology
As will be demonstrated, many of the algorithmic tools thatggregation, which improves the scalability of link state proto-
are often proposed as building blocks for network control arwbls by effectively limiting the amount of link state information
management were not designed with precomputation in mireipred at a node. With topology aggregation, subnetworks, or
and better results can be obtained when such a scheme is consigting domainsdo not reveal the details of their internal struc-
ered. The problem of how to efficiently precompute a set of solture, but rather supply the aggregated representation to the out-
tions for a wide range of parameters effectively opens a new agtde world. The aggregated representation summarizes traversal
of research. We note that the running time of the precomputaticmaracteristics of a routing domain. It may include, for example,
scheme is important due to the following reasons. First, the tirttee description of paths available across the domain. The aggre-
available for precomputation is limited because the network gated representation is not computed for a specific event param-
ement has other off-line tasks. A second limitation arises froater, such as required path delay, but for a wide range thereof;
the need to invoke the precomputation scheme upon changetharefore, as we will see, precomputation techniques are an ef-
the link state, because such changes may invalidate the precéaient tool for calculating aggregated representations. We indi-
puted solutions. cate that precomputation is a necessary element for performing
In this paper, we focus on the precomputation perspective@bS routing in such settings and establish an appropriate pre-
Quality-of-Service (QoS) routing. QoS routing is, undoubtedlgomputation scheme.
one of the major building blocks for supporting QoS and, hence,Finally, we demonstrate the (wide) scope of problems that
a necessary component of future communication networks. ten benefit from precomputation techniques by considering
deed, it has been the subject of several recent studies and pine- harder case oédditive QoS requirements andeneral
posals (see, e.g., [6], [7], [9], [11], [16], [19], [21], [24], [25], (additive) path optimization criteria (i.e., other than hop min-
[27], [28], and references therein). imization). The respective problem becomes a variant of the
QoS routing is, in general, a complex problem, for severadstricted shortest pat(RSP) problem, which is known to be
reasons. One complication is the need to deal with several Q§9-hard [10]. Some general approximation schemes that are
requirements, each potentially imposing some constraints oioptimal have been proposed (see, e.g., [26] and references
the path choice. Then, beyond the need to address the requinerein). However, those schemes have not been designed with
ments of individual connections, QoS routing needs to considaecomputation in mind, and, consequently, are not adequate
also the global use of network resources. The above obstaclden precomputation is sought. Accordingly, in this paper we
notwithstanding, QoS routing is facilitated in many practicadstablish an approximation scheme which offers both efficient
settings by the following. First, while a connection may possolutions as well as efficient performance for precomputing
several QoS requirements, it turns out that these often trafmptimal” (minimum cost) paths for all possible values of an
late mainly into aébandwidthrequirement [1], [2]. Bandwidth, additive QoS requirement.
in turn, belongs to the class of “bottleneck” path requirements, The rest of this paper is organized as follows. First, in Sec-
which are much easier to handle than “additive” requirement®n I, we formulate the network model and formally state the
such as delay, loss, or jitter [11], [16], [17]. As for global neteonsidered problems. In Section 1ll, we consider the problem
work optimization, often it turns out that much can be achievesf hop minimization with bottleneck QoS constraints in hier-
by employing the simple criterion dfop minimizatiorf1], [3]; archical networks and present and analyze our precomputation
indeed, a consequence of the need to reserve resources susclzame. In Section IV, we extend our scheme for networks with
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topology aggregation. In Section V, we consider additive Qa&twork usage, e.g., it may have a large number of hops, or it
constraints and general (additive) path costs, and we presentaray use “expensive” links.

analyze our precomputation scheme and demonstrate its advari-herefore, the goal of QoS routing is to identify a path that
tages over standard alternatives. Finally, conclusions appeasatisfies a given QoS requirement while consuming as few re-
Section VI. Due to space limitations, some proofs and technicurces as possible. Since the amount of the resources consumed

details are omitted and can be found in [22]. on a path depends to a large extent on its number of links, the
path hop countis considered to be a good criterion for estimating
Il. MODEL AND PROBLEM FORMULATION the path quality in terms of global resource utilization. When the

. ) i hop count criterion is not satisfactory, one can define stinfe
This sectl_on f(_)rmulates the general model and main prOble@&;tmetricCe > 0 that estimates the quality of each liakin
addressed in this paper. terms of resource utilization; such a cost may depend on various
factors, e.g., the link’s available bandwidth, its location, etc. The
A. Network Model costC(P) of pathP is defined to be the sum of the costs of its
We begin with a definition of generalcommunication net- links, i.e.,C(P) = " cpce.
work; definitions of some specific classes, namilgrarchical ~ In this paper, we will consider both cases of global utilization
and aggregatedhetworks, will be introduced in the following criteria, namely, hop count and general (integer) link costs. Note
sections. that the former is a special case of the latter. For clarity, we say
A networkis represented by a directed gra@tV, E), where that a pathP is aw-weight constrained if its weight is no more
V is the set of nodes anfl is the set of links. We denote by  thanw; similar definitions apply td.-hop constrained paths and
and M the number of network nodes and links, respectivelg;cost constrained paths.
i.e., N =|V]|andM = |E|. An (s, t)-pathis a finite sequence _
of distinct nodes® = {s = wg, v1, ..., t = v}, such that, B- Problem Formulation
for0 < i < h-1, (vi,v;41) € E; h = |P|isthen saidto  We are now ready to formulate the main problems that are
be thenumber of hopgor hop count of P. The subpath of? considered in this paper. Given a connection request between a
that extends from; to v; is denoted byP,, .,). Let’P; be a source node € V' to adestination nodec V with a given QoS
(u1, uz)-path andP; be a(us, ug)-path; thenP; o P, denotes requirements, and given the network utilization preferences as
the (u1, us)-path formed by concatenation &, andP,. We captured by some link costs, the goal of the QoS routing scheme
denote byH the maximum possible hop count of any path istoidentify an(s, t)-pathP, which meets the QoS requirement
in G that may be considered for routing purposes. Obviouskt minimum cost. This can be formulated asstricted shortest
H < N — 1, and it is much smaller in many typical networkpath (RSP)problem.
topologies. Problem RSP:Given a source nodeg a destination nodg
Each linke € E is assigned a positiweeightw,, whose sig- and a QoS requiremerit, find a minimum-cost pat#® between
nificance depends on the type of considered QoS requiremenandt such thatW(?S) < .
For example, when the QoS requirement is an upper bound oiWe refer to a solution of Problem RSP asvaveight con-
the end-to-end delay, the link weight is its delay; whereas whstrained optimunts, ¢)-path
a bandwidth requirement is considered, the link weighis re- For additive weights and general costs, Problem RSP is in-
ciprocal to its available bandwidth. Accordingly, thath weight tractable, i.e NP-hard [10]. However, there exist pseudo-poly-
W(P) of a pathP is defined differently for additive metrics, nomial solutions, based on dynamic programming, which give
such as delay, than for bottleneck metrics, such as bandwidike to fully polynomial approximation schemes (FPAS), whose
When link weights constitute aadditive metric, theweight computational complexity is reasonable (see, e.g., [26] and ref-
W (P) of a pathP is defined as the sum of weights of its linksgerences therein).

i.e., W(P) = > .cpw.. When link weights constitute laot- As mentioned above, many QoS routing problems consist of
tleneckmetric, theweightW (P) of a pathP is defined as the identifying, for each connection request, a path of minimum
weight of its worst link, i.e.W(P) = max.cp we. hop count that still meets the connection’s bandwidth require-

We can define the notion of a path that is “best” when onlgnent. In other words, the path weight is a bottleneck metric, and
path weights are considered mdinimum-weights, ¢)-pathis a its cost is equal to its number of hops. Effectively, these prob-
pathP = {s, ..., t} whose weight is no larger than that of anyems can be formulated as variants of Problem RSP, for which
other(s, t)-path. 1) weights are of the bottleneck type and 2) links have equal

Obviously, a minimum-weight path has the best performancests; each of these two simplifications renders Problem RSP
with respect to the QoS requirement that is captured by the litractable. The first goal of this paper is to provide efficient pre-
weight metric; for instance, it is a path with minimum delagomputation schemes for this class of problems, whose formal
or maximum bandwidth. Minimum-weight paths can be effidefinition is presented next.
ciently found by Dijkstra’s shortest path algorithm,G{ M + Problem BH-RSP (Bottleneck Weight Hop Cost RSBiven
N log N') computational complexity [8]. Obviously, if the min-a source node, a destination nodeand a bottleneck QoS re-
imum-weight path fails to meet the connection’s QoS requirguirement:, find a path’” betweens and¢ of minimum hop
ment, then so does any other path. However, when the maount such thatV (P) < .
imum-weight path does meet the QoS requirement, it is oftenAs mentioned in Section I, QoS routing can often be con-
not the “right” choice, as it may be wasteful in terms of globaiderably facilitated by means of employingpeecomputation
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schemewhich performs the path searalpriori for any possible It thus remained an open question whether one can devise a
connection request. Such a scheme comprises of two phasesfabter precomputation scheme for typical network topologies.
first phase prepares a database with precomputed paths for krghe following, we demonstrate that, by exploiting the hierar-
possible QoS requirement, and the second phase promptlyaieical structure that is typical of large-scale networks, one can
trieves the required path from the database upon a connectatablish a precomputation scheme for Problem BH-RSP, which
request. offers a significant improvement upon the above solutions.
Precomputation schemes for equal link costs (i.e., minimumWe begin with a formulation of the hierarchical model.
hops) were investigated in [1] and [12], for bottleneck as well
as additive weights. A simple precomputation scheme, whigh Hierarchical Model Formulation
“inverts” the roles of the constraint (QoS requirement) and the
optimization criterion (hops), was proposed in [1]. In particular, A fouting algorithm may be presented with a hierarchical
that scheme computes a minimum weight for each possible H§pology due to two possible reasons. First, the (actual)
count; upon a connection request, then, one would choose prology intrinsically has a hierarchical structure, as is often
minimum hop value for which the corresponding path meetde case with large-scale networks. Alternatively, the (actual)
the connection’s QoS requirement. Accordingly, we define 4APclogy was hierarchically aggregated, as in the ATM PNNI
h-hop constrained optimdl, ¢)-pathto be a path of minimum recommendations [25].
We|ght among a|(37 t)_paths with hop count of at moat The We begin with the first case, assumingilﬂk state routing
AHOP problem was then formulated in [12] as follows. environment, where the source node has a detailed image of the
Problem AHOP: Given are a grapli = (V, E), a source entire network. Beside being an interesting framewoek se
nodes € V and a maximum hop coutf . Find, for each hop it provides the required foundations for an extension that deals
valueh, 1 < h < H and each destination node V, anh-hop with the second case, which will be considered in Section IV.
constrained optimals, ¢)-path. We assume that the network has a certa@rarchical struc-

We will contrast our precomputation scheme with schemége. In order to state the precise meaning of the last term, we
that are based on solving Problem AHOP. In addition, we willeed to introduce some additional terminology.
consider the precomputation perspective in the context of ad-The networkG' = (V, E) is referred to as thactual net-
ditive QoS requirements and general path costs. ObviouslyWerk Suppose that we partition the actual network nodes into
this case, precomputation of exact solutions is intractable, sirkme disjoint set ofayer-1 peer groupgor clusterg. Further-
the basic underlying (RSP) problem is intractable. Therefore, ifore, suppose that we repeat the above process, such that, for
Section V we resort to precomputimgproximatede-optimal) eachk > 1, layer# peer groups are combined into lay@r+ 1)
solutions. peer groups. We repeat this process until, for sdtmeve end
up with a single layelK peer group. Having performed such
a (K-stage) partition, we say that nodes that form a layer-1
IIl. PRECOMPUTATION SCHEME FORPROBLEM BH-RSP peer groud are itschildrenandT is their parent Similarly,
INHIERARCHICAL NETWORKS layer{k — 1) peer groups that form a layérpeer groud’ are

In this section, we present and analyze our precomputatiti{erred to as the children f, I is referred to as their parent.
scheme for the problem of hop minimization with bottleneck/e denote by the maximum hop count of a path in a peer
QoS constraints, i.e., Problem BH-RSP, in hierarchical néfoupl’ thatcan be considered for routing purposes. As we will
works. see,Hr plays an important role in our scheme.

A possible approach for devising a precomputation scheme® node in a peer group, which has a neighbor that does not
is to fully precompute all solutions during the first phase?elong tol’, is called abordernode ofT". For each peer group
With this approach, the second phase just consists of searcHingat includes the source nodewe consides to be a border
for the solution in the database produced by the first phag®de ofl’. We also assume that a path between two nodes of a
according to the specific QoS requirement of the connecti®§€r group does not cross the peer group’s boundary.
request. Such is indeed the precomputation scheme for Probler¥/e are now ready to define the concephararchical struc-
BH-RSP proposed in [12], which consists of precomputingye: Intuitively, it means that the network can be partitioned into
all paths for all possible bandwidth requirements, i.e., solvirRf€r groups, according to the above process, such that, for all
Problem AHOP. The Bellman—Ford shortest path algorithlh < k < K, each layers peer group has a small number (at
provides a simple precomputation scheme for solving ProbléRfStd) of children, and, at the same time, the number of border
AHOP with a computational complexity aP(MH); for a qodes in a peer group is also small (at migst-ormal defini-
general (dense) topology, that bound can grow to be as largd'88s are given below. o _
O(N2H). In [12], an alternative scheme is described whose Definition 1: A network G(V, E) is said to be(d, b)-hier-
computational complexity iSO(N2H/log N); evidently, archicalif it can be |t'erat|vely clustered into §orﬂé layers of
the latter outperforms Bellman—Ford's in dense top0|ogieg?ergroups,'accordlng to the process described above, such that
ie., whenM > N2/logN, but not in sparse topologies,all the following hold.
which are the typical case of communication networks. The 1) Forl < k < K, each layerk peer group is a union of at
computational complexity incurred by the second phase of both  least two and at most children.
schemes is jusb(log H + |P|), where|P| is the hop count of ~ 2) The number of border nodes of each peer group is at most
the identified solution. b.
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Fig. 2. Typical traversal functiofi;, bj)(h).

Algorithm BH-HIE (G, s):
input:
G- actual network;
Fig. 1. Example of a hierarchical network. s € G- source node.

1 fork—1to K—-1

2 do for each layer-k peer group I'

3 do for each border node b; of T

4 do invoke Proc. CLUSTER for (G, T', b;)

Note that, since each lay€k-+ 1) peer group has at least two
children, we have thak’ = O(log M) = O(log N).

Let us illustrate the above terminology through an example.
Fig. 1 depicts a(6, 2)-hierarchical network A.1, ..., A.4,
B1,...,B3,C1,...,C.3 are layer-2 peer groups, While,:ig‘ 3. Algorithm BH-HIE.

A, B, C are layer-3 peer groups. In this exampié= 3.

We assume that the hierarchical structure of the network, i.e.,

partition into peer groups, is given. The next lemma establish@@stination, our scheme computeasversal functiongdefined

a “sparsity” property of hierarchical networks. below) for each peer group at each hierarchical layer. The
Lemma 1: The number of links in &d, b)-hierarchical net- traversal functions summarize the ability of a peer group to
work is at mostM = O(b2dN). support QoS connections that may be established across it.

Proof: We divide the sef of actual network links into the Such an approach allows to exploit the network’s hierarchical
following subsetsZ;, k =0, ..., K — 1. structure and yields an efficient precomputation scheme. In
1) Ey includes all links inE that connect nodes of the samé';‘ddition’_thiS app_roach s usgful in network_s with topology

layer-1 peer group. aggreggt_lon, as WI” be shown in the next section.
2) By, fork =1, ..., K — 1, includes all links inF that Definition 2: Given apeerg_rouﬁ and two _borde_r nodes;
connect Iayeﬂé peer groups. andb, of I, thetraversal functlonF(I;I_ b, (1) is defined to be

Each node is connected to at mognodes of its layer-1 peer tN€ Minimum weight of &by, b2)-path whose hop count is at
group. Thus|Ey| = O(dN). Since each layet-peer group mosth.. I . ) o
comprises of at least two children, the number of laygreer A typical traversal functiort’, , ,(h) is depicted in Fig. 2.
groups isO(N/2%). Note that each layek-peer groupk > 1, In this example, thg minimum we|gh.t of a S-hop constrained
is connected to at most layer4: peer groups. Note also that(i: 0j)-path acrosg'is 1, while the minimum weight of a 3-hop
each two layelk peer groups are connected by at midgtnks, constrained pathis 7.

Hence, fork > 1, it holds that|E,.| = O(b*dN/2%). We con-
clude thatM = Z?’:—Ol |Ep| < O(dN + b2d Y h P Nj2k)y = C First Phase: Algorithm BH-HIE
O(b*dN) and the lemma follows. B \We proceed to describe Algorithm BH-HIE, which imple-

In practical settingsd andb are small values. Typically, a ments the first phase of our precomputation scheme. For each
network grows as a flat topology until its size reaches a certaiger groupl’ and for each pai(b;, b;) of I's border nodes,
threshold, which triggers the creation of a new peer group. fge algorithm computes the corresponding traversal function
the network grows larger, more peer groups are added, but e . (p).
size of each peer group remains bounded. Thus, the size of apeqihe key idea is to compute the traversal function of a peer
group does not depend on the size of the network, hence, we gadup out of the traversal functions of its children. Accordingly,
assume thai = O(1). Border nodes connect a peer group talgorithm BH-HIE runs across the hierarchical layers in a
its neighbors; in typical settings, the number of neighbors dogsottom-up” manner, processing first peer groups of layer-1,
not depend on the network size, i+ 0(1) Hence, in such then peer groups of layer-2, and so on, up the Kst|ayer. For
settings, we hav®(b*d) = O(1) andM = O(N). each peer group and for each border nodg of T, the algo-
rithm invokes Procedurel®@STER, described in Section 111-C1.
The formal specification of Algorithm BH-HIE appears in

The precomputation scheme proposed in [12] consists fify. 3.
precomputing all paths for all possible bandwidth requirements.1) Procedure CUSTER We proceed to describe Procedure
Our precomputation scheme is based on a different approaChusTeR, the main building block of Algorithm BH-HIE. Pro-
Rather than explicitly precomputing a set of paths for ead®dure CUSTER receives as input some laykrpeer groupl

B. Traversal Functions
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minimum weightc-cost constraine¢by, b;)-path inT. The key
idea s to first remove (temporarily) all links fromand then add
them back td" by increasing order of the weight values. During
this process, we maintain the tree of minimum-cost patfs in
from the source nodk,; we update the tree after each insertion
of alinktoT.

More specifically, for each € T', we maintain the minimum
coste, of a(bg, v)-path inL. In addition, we maintain an array

Ty, . Such that:

. T(EO’,U) [c].w keeps the weight of a-cost constrained op-
timum (bo, v)-pathP in T'; R
. T(EO,,U) [c].p keeps the predecessoof v on P;
* Ty, v lc]-c keeps the cost of the last lirfle, v) of P.
When we add a link(u, v) to I, we check whether the value
¢, decreases; if it does, we updateand set

T(lgm,u)[cv].w — W,

T&O,v)[cv].p —u

(b) T(1;07 nlev]-c —ce.
Fig. 4. Construction of auxiliary graph. (a) Peer grouf . (b) Auxiliary o .
graphT. We perform a similar process for each nadfor which ¢, de-
creases as a result of adding linkUpon completion, for each

. T .
and anodég, which is one of's border nodes. It then (pre)com—_border node; of I', the traversal functlonF(bO’ b:) (h) is stored

putes the traversal functio’i}go’b)(h) for each border nodeof " "€ arrayT(Fbmbi), .e., foreachh, 1 < h < Hr
I'. The order of processing of peer groups by Algorithm BH-HIE o 1) — 7T 1
implies that, when ProcedureLGsTER is applied to a layek (bo, b (1) = Tty 1, [H] -
peer groupl’, it already has available the traversal functionf,he formal specification of ProcedureLGSTER appears in
{F(.,(h)} for each childl; of . Fig. 5.

Since layer-1 peer groups have flat topologies, we can employ
the standard Bellman—Ford scheme. For all higher layers p@gr procedure FuD

groups, however, we need more elaborate methods, in order to . .
exploit their hierarchical structure. We proceed to present Procedured= This procedure is in-

The procedure starts by constructing the following auxiEOkEd upon each neAw co_nnection request, and its goalis to iden-
iary graphT'(V, E), whose purpose is to provide a concis Ify m;”'m“m hgpw-wet;g?tﬁonstrami?sé t>'§’arfh7’- ¢
representation of children and the connectivity among themIForcarlty, we denote byt e;parent. ' YF the parento
Each childT; of T is represented i’ by the set{b;;} of F, , 81C., up to some Peergfo‘“ﬁ forwhich s is a border node.
its border nodes. Each palb;;, b;;/) of I';s border nodes is First, the procedure identifies, for each border nbdef each

% . o
connected by several links, each corresponding to a differélic" groud™, the minimum hop countl,, ;) of aw-weight

hop count constraint. Specifically, for eagh= 1. .... Hr. . constrained optimalb;, ¢)-path inT"*. Next, a suitable path is
wepaddua linke betlweeng‘» (Ialnd by} in T. with costc. _Dh determined by Procedurexfd, which is described in the Ap-
] 15’ ’ e —

; _ o pendix.
1 et " ) P g i e, e g e prne e
link ¢ (b, by -/)”té)f”with weightw,, — 1w, and co’st _, ¢E€ I't for which we > W, and then apply a bre_adth-flrst
: S ' e e © . search (BFS) algorithm [8] to the reversed graph, i.e., a graph
Fig. 4 illustrates the construction of the auxiliary graph for fb which each link appears in the reverse direction. This yields,

layer-3 peer group. f h bord de of I ad iah . .
L= , - t 1 d opti |
The lemma below follows from the construction Bfand ((Zr et?cpatr?:nle“rl r;\%dgit(s) hop c?(;ﬁnvlzlbg )cons fained optima
19 - i t)"

fro[n the Vazl!dl_lt);o; trz;\verk‘)sal funs:uogs cl;f tr:je Chll((jjr@a ?rth. - For a layerk peer g_roupF’“, k > 2 we construct the fol-
emma 2: Let (b;, b;) ea_pa|ro s or_er nodes. Then: | owing auxiliary graphr *. Each childr; of I'* is represented
1) for each(b;, b;)-pathP inT', there exists &b;, b;)-path inT by the set{b;; } of its border nodes. Each pdir;;, b;;) of

P inT such thaV (P) < W(P) andC(P) < |P|; I';s border nodes is connected a linkwvhose cost is set to
2) for each(b;, b;)-path inl’, there exists &b;, b;)-pathP
in I such that¥ (P) = W (P) and|P| < C(P). ¢e — min {h ’F(l;zj_b NOE w} . )

The lemma implies that we can use the auxiliary gredor
computing the traversal functions Bf Specifically, we need to In addition, for each actual network lirb;;, b, ;) that con-
find, for each border nodi of I" and for eachl < ¢ < Hp, a nects children of'* and whose weight is no more than we
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Procedure CLUSTER (G, T, by): Procedure FIND (G, s,t,w):
input: input:
G- network G(V, E)- actual network
I'- layer-k peer group s € G- source node
bo - I'’s border node t € G- destination node

- (bottleneck) QoS requirement

1 T(V,E) «INITIALIZE()

2 forallv eV do 1 T « parent of ¢

3 ¢y — Hr +1 2 remove from I'! all links e for which we > 0;

4 cp, —0 3 apply a Breadth First Search (BFS) algorithm [8] to the
) r ; Pl la

5 T(bn,bo)[o]-w —0, T(bo,bo)[o]ﬁ — nil reversed graph T'! of T 1

6 S—E 4 for each border node b; of I'* store the hop count of

7 B0 (bs, t)-path in I'' computed in Line 3 into Hp, )

8 for each link e(v,u) € S by increasing order of we do for k —1to K do

'k — parent of I'k—1

5
if exists a link e’ between v and u in- E then 6
7 for each child T'; of I'* do
8
9

10 remove e’ from E
11 addeto E
12 PROPAGATE(e(v, u))

O

add each border node b;; of I'; to T’
for each pair (b;;, b;;/) of I';’s border nodes do

13 return T(rl;o b for each border node b of " 10 add a new link e between bij and bljl to B
’ . r; .

PROPAGATE(e(u,v)) 1 Ce —minth | F' o, (k) < 0}

1 if (cu + ce) < cy then 12 for each link e = (b;;, b;r.+) € G that connects

J ]
2 for CF(H (cu +ce) to (CUF_ 1) do children T'; and T';/ of T'* do
3 T(bo,v)[c}'w  We, T(b(),u)[c]'p - 13 if we < 1 then )
Tyy wylcl-c = ce 14 add a link e’ between b;; and b,/ ;s to ['*

4 cy — (cu + ce) 15 Cer 1

5  for each link ¢/(v, z) € E do 16  for each border node b; of I'*~1 do

6 PROPAGATE(e/(v, z)) 17 add a link e between b; and ¢
INITIALIZE() 13 e —Hpjn

1 Ve—0E—?9 19 apply Dijkstra’s algorithm [8] for the reversed graph

; rk
2 if k=1 then of I
: 20 for each border node b; of T'* store the cost of

3 for each link e(v,u) € T do e e .

4 add a new link e’ between v and u to E (bi, t)-path in I computed in Line 19 into Hy, 1)

5 Cer — 1, Wer — we. 21 if 5 is a border node of I'* then

6 else 22 let P be path returned by Dijkstra’s algorithm

7 for each child ['; of I' do ) 23 P —paTH(TF, P)

8 add each border node b;; of I'; to V. 24 return P

9 for each pair (b;;, b;;/) of T';’s border nodes do

10 for c — 1 to Hr, do aT'! includes a link &(u,v) for each link e(v,u) € I'L.

11 add a new link e between b;; and b;;: to E

r; )
12 Ce < € We F(b”-,b”,)(c) Fig. 6. ProcedureIRD.

13 for each link e(b;;, by ;:) € G that connects children I';

and I';» of I do
14 add a link €’ between b; and b/ to E E. Analysis of the Precomputation Scheme
15 Cer — 1, Wer +— we

16 return O(V, E) Lemma 3: Suppose that the (correct) traversal function

F(E:'_J_,bijl)(h) is available for each paifb;;, b;;-) of border
nodes of each chilfl; of I". Then, Procedurel@STER, applied
onI"and a border nodi, of I', computes the traversal function

_ _ _ Fly, .y(h) for each border node; of I'.

add a linke’(b;;, bir;) toI" with coste. = 1. Finally, we con- 'Proof: See [22]. m
nect by a link each border node of I'*~" and the destina-  Theorem 1: Algorithm BH-HIE determines, for each peer
tion nodet. The cost of such a link is set to thié«,,+); the group I' at each hierarchical layer, the traversal function
value of H, ) was computed in the previous iteration. Wqﬂ; bv)(h) for each pair(b;, b;) of border nodes of.

note that a minimum-cogb;, b;)-path inT' * correspondsto a " Proof: Straightforward by induction on hierarchical
w-weight constrained path in the actual network. Having comayers and application of Lemma 3. m
structed the auxiliary graph *, we identify, for each border | emma 4:The computational complexity of Algorithm
nodeb; of I'*, the minimum-costb;, t)—pathfrk(bi7 t)inT*  BH-HIE is O(h2d?NK).

by applying Dijkstra’s algorithm on the reverse graphldf. Proof: See [22]. m
Then, we setH,, ) = C(PT"(b;, t)). In the last step, Pro-  Theorem 2:Procedure WD provides anO(b*dK (d +
cedure D invokes ProcedureA?H that identifies, for a peer log H) + |P|) solution to Problem BH-RSP, i.e.,: given
groupl'* and a border nodg € I'*, a«w-weight constrained op- a connection request with source node destination
timal (b;, t)-path. The formal specification of Procedurei& node ¢, and (bottleneck) QoS constraint, and given the
appears in Fig. 6. output of Algorithm BH-HIE, Procedure IRD identifies,

Fig. 5. Procedure QWSTER
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in O(b2dK(d + log H) + |P|) steps, ai-weight optimal |V. PRECOMPUTATION SCHEME FORAGGREGATEDNETWORKS

(s, t)-pathP in G. In the previous section, we assumed that each node has full
Proof: See [22]. i ) i . and unabridged information about link states, which is stored in
Note 1. In some settings the detailed path is not requwgﬁs topology database. However, such an approach suffers from
For example, in order to decide whether to admit a connectiQy apility problems. Indeed, as the network grows in size, sig-
we only need to know the minimum hop count of & Q0S patfjificant resources are consumed for flooding and recording the
Then, the computational complexity of ProcedumerFis just  changes in the link state throughout the network. With topology

O(b*dK (d + log H)). aggregation, subnetworks, muting domainsdo not reveal the
_ _ details of their internal structure, but rather supply the aggre-
F. Discussion gated representation to the outside world [15]. Such an approach

tween our scheme and some alternatives. Topology aggregation is useful for ATM [25] and IP networks

Consider first the “standard” precomputation scheme pr@g]\' Kev | in topol tion is how t id
posed in [1] and [12], which was based on solving Problem €y 1ssue in topology aggregation 1S how to provide

; . e routing information of a domain to the outside world.
AHOP thfoug.h Bellmz?m—For(.js shortest  path algorlFh"bonstructing an accurateggregated representatioposes
Lemma 1 implies that hierarchical networks are sparse, in t

) e TR ngeral complex challenges. First, there is a need to identify the
sense thad/ = O(b>dN). This, in turn, implies that the stan-4ersal characteristicsf a routing domain, i.e., its ability to
dard scheme incurs a computational complexity)¢s>dN 1)  support connections with different QoS requirements. Second,
for its first phase, i.e., it iS2(H/(dK)) times slower than each domain, in turn, comprises of aggregated subdomains,
ours. SinceK = O(log N), our scheme offers a significantwhose traversal characteristics are available only through
improvement over the standard solution. The difference dggregated representation. Finally, each subdomain may use a
particularly significant whenl = O(1) and K <« H which different method for representing its routing information.
is a typical case. In this section, we establish that precomputation is a useful
Considering the second phase, the standard scheme (as (¥&fiually necessary) tool for constructing accurate aggregated
as any other which is based on fully solving Problem AHOFePresentations. In particular, we show that, by using precom-
in the first phase) yields a computational complexity of judtutation schemes, the traversal characteristics of a peer group
O(log H + |P|), whereP is the path identified by the scheme £&1 b€ computed efficiently. We employ the concejtafersal
This is somewhat less than that of our scheme @@2 d K (d-+ functions introduced in Sectloh I_II, in order to accurately rep-
log H) + [P|). However, in typical settings, whete— O(1), resent the traversal characteristics. Further, we adapt our algo-

d = O(1) andK < H, our scheme is jus(log H) times rithmic techniques in order to cope with aggregated networks,

. . i.e., networks in which each link represents an aggregated sub-
slower than the standard solution. Moreover, the d|1‘ferenced'6main P gareg

not significant whenP| is the dominating component. Also in this section, we consider a generic model for multi-
Next, let us compare our precomputation scheme with an fdyel aggregated networks. The model can be used, for example,
ternative where no precomputation is performed at all. In suclygconjunction with the ATM PNNI protocol [25], in which peer
single-phase scheme, the required path can be identified by gups are represented by structures terowtdplex nodes
plying a BFS algorithm [8], which, fol/ = O(b?dN), incurs Similarly to the previous section, we focus on bottleneck QoS
O(b2dN) running time compared 10 (b2dK (d+log H)+|P|) requirements and use hop minimization for optimizing resource
of our scheme. Sincek = O(log N), our solution is utilization.
Q(N/(log N(d +log H) +|P|)) times faster. Typically,
|P| < N andd = O(1), hence, the difference is significant. A. Aggregated Representation of a Peer Group
It is interesting to compare the two approaches also in thea significant body of research has been devoted to the area of
related context ofonnection admissigrwhere one needs to topology aggregation; we proceed to quote a few relevant refer-
decide whether a connection request should be admitted basedes. A compaaP(b) representation for undirected networks
on its QoS requirement and the cost it incurs; to that end, oaed a single bottleneck QoS requirement was presented in [15].
needs to identify the (best) cost of a path over which the coler additive QoS constraints, [23] shows that an accurate rep-
nection can be established, however, there is no need to egsentation of a peer group requir@b*) links in the worst
plicitly specify the path itself. This means that our scheme g#ase. AnO(b) representation that achieves a bounded distortion
lows to obtain an admission decision upon a connection requisspresented in [4].
in just O(b2dK (d + log H)) time (see Note 1), whereas the Devising a topology aggregation scheme that takes into ac-
single-phase scheme still incu®b2dN) time. Thus, our solu- pount both the QoS const.ramts and the_use of network_ resources
tion is Q2(N/(log N(d + log H))) times faster. The difference IS still an open research issue. A pracucal approach is 10 asso-
is significant in typical settings wherg= O(1). ciate each pair of border nodes with two values: the first corre-
sponds to a (bottleneck) weight and the second to a cost value
2This requires a mild extension of the complex node structure. Specifically,

1Recall thatH is the maximum hop count of a path i and, in the worst we allow parallel bypass links, each link corresponding to a different value of
case,H = O(N), while K = O(log N). the QoS constraint.
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Cle,w) = min{c|F(,,_, +,(c) < w}. The cost of satisfying the
QoS constrainti along the pattP is then defined to be

C(,P/ IZ)) == Z C(e,ﬁ)).
6675

A traversal function in an aggregated network is defined as
follows.

Definition 4: Given an aggregated netwatk a source node
s € ¢, and a destination nodec ¢, we define theaggregated
traversal functioan’ t)(c), 1 < ¢ < H, to be the minimum
weightw of an(s, ¢)-path in G for which C(P, w) < c. If
no such path exists7 #(c) is defined aso.

Intuitively, the aggregated traversal functiondiris identical
to the traversal function in the actual netwdark Furthermore,
the traversal functiod,, ,,)(c) that is associated with each link
(v, u) € G is, in fact, the aggregated traversal function of the

subdomairi™. Note thatl™ may, in turn, comprise aggregated
Fig. 7. (a) Actual and (b) aggregated networks. subdomains.

) ) We proceed to formulate the aggregated version of Problem
(e.g., hop count). This approach provides a compact represelgrop (Agg-AHOP).
tion, but suffers from high distortion. In order to reduce distor- proplem Agg-AHOP:Let G be an aggregated network,
tion, some studies [3], [14], [18] present schemes that resemflRere each link(v, u) € G is associated with a traversal func-
the traversal functions introduced in Section Ill. Specificallyjgn Fiy,u)(c). For a source node e ¢ and each destination
[5] proposes to use bandwidth-cost functions, i.e., functions t det E G, find the aggregated traversal functi . ()
specify the available bandwidth for severgl cost values; [14] ando ohjem Agg-AHOP can be solved by substitutfr‘tlg each link
[18] propose to approximate the bandwidth-cost functions b e G with several links, each linkv, u) being associated with
using curves and link segments, respectively. We note that §ingle weights and cé)st value. such thatF, . (c) = w
methods presgnted in the foIIovymg for efficiently computing 4 then applying the Bellman—Ford algorithm’ on the resulting
traversal functions can be used in order to compute the cur ﬁph However, as the resulting graph includesM H)
:P _[14] anr(]j line segments in [18], hence, resulting in a more § nks, this approach incurs a high computational complexity
icient scheme. of O(MH?). By using the algorithmic methods developed

in the previous section, we can devise an alternative scheme

B. Aggregated Model for Problem Agg-AHOP, whose computational complexity is

In multilevel aggregated topologies, a domain comprises agjgnificantly lower.
gregated subdomains. This gives rise to the followaggre-
gated network model R

The actual network topology (i.e., with no aggregation) is rep- Consider first a simple case, in whichcomprises just links
resented by a directed graph The aggregated network is rep{u, v) and(v, w), and our goal is to compute a traversal func-
resented by a directed gragh in which each linke(v, u) € G tion F(Cj w)(c). We refer to this operation asergingthe func-
represents an aggregated subdoni&inf G. Fig. 7 depicts an tions F{,, ,(c) andF,, ,,(c) into a single functiodm(év w(©)-
example of an actual network and its corresponding aggregatgé merge operation essentially amounts to computing, for each
topology. We assume that a node only knows the aggregaififliget, 1 < ¢ < H, the partition(c', ¢2) of the budget be-

topology(. We denote by the maximum hop count of a pathyween the linkg(«, v) and(v, w) that minimizes the weight of
that can be considered for routing purposes in the actual netwark,, .)-path in the actual network, i.e.,

G. Each linke(v, u) € G is associated with a traversal function

F(yw(¢), which provides the minimum weight value that can  F(;, ,,(¢) = min {max { Fu,v)(c¢"), Fro,w) ()} }

be supported bi/© for each hop count limitation More specif- -

ically, for 0 < ¢ < Hr vF(v.u)(c) is the minimum weight of a Our main observation is that, in the case of bottleneck QoS

c-hop constrainedv, u)-path across the subdomdin, where Parameters, the merge operation can be performed in just

HI‘G is a maximum hop count of a path acrdssthat can be O(H) steps, through the fOIIOWIﬂg inductive process. Clearly,

considered for routing purposes. for budgetco = 2, the optimal partition iS(L 1). Having
Each path in G can support several QoS constraints at difomputed the optimal partitiofv;_,, ci_,) for a budget; 1,

ferent costs. Accordingly, we define the c@stP, @) of sup- thf optlmal2part|t|on IOF a EUdget = ¢;—1 + 1 is then either

porting the QoS constraint by 7. (cig+1,¢iq)or(c;yq, ciq+1)

Definition 3: Given a pathl5 = {s =wp, v1, ..., vp =t} F N F 1 0 F 2
in G and a QoS constrainty, we define, for each link (o (2) = min {max {Fu (i1 +1), Foo,wy(cia)}

e(vi—1,v;) € P, thelocal costof supporting«w to be max { F(y, v)(ci_1), Fo,w(ci_1 +1)}}-

C. Precomputation Scheme
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The merge operation allows to solve Problem Agg-AHOP in

acyclic directed graphs i®(MH) time. For general directed Algorithm AGG-AHOP (G, s):

graphs, we present a more elaborated algorithm that utilizes thi
same idea, and whose running timé&ig\ H log N). The algo-
rithm, referred to as Algorithm AG-AHORP, is, in fact, an adap-
tation of Procedure WSTER (Section 1l1) for networks with
topology aggregation.

The algorithm starts by constructing the following auxiliary
graphG(V, E), whose purpose is to represent traversal charac
teristics of subdomains and the connectivity among them. Eac
link e(v, u) of G is represented ity by several links, each cor-
responding to a different cost constraint. Specifically, for eact
c¢=1,..., Hr-, we add a linke’ betweerw andw in G, with
costc. = cand weightw.: = F{, ,(c), wherel'® is the aggre-
gated subdomain representeddyror eachw € G, we main-
tain the minimum cost, of an(s, v)-path inG. In addition, we
maintain arrayl(; ., such that

. Tgy ) [c].w keeps thAe minimum weight of ecost con-
strained(s, v)-path? in G K

. T(Cj’ »lc]-p keeps the predecessorwobn P;

. T(EO,,”)[c].c keeps the cost of the last lirfle, v) of P.

The key idea is to first remove (temporarily) all links fragh
and then add them back & by increasing order of the weight

input:
G- aggregated network
s - source node

1 G(V,E) —INITIALIZE()

2 forallveVdo

3 cy — H+1

4 cs - 0 i
Tg's)[o].w —0, Tg’s

6 S—FE

7 E—0

8 for each link e(v,u) € S by increasing order of we do

9 if exists a link e’ between v and u in E then

10 remove e’ from E .

11 addeto F

12 PROPAGATE(e(v, u))

W

)[0].p — nil

—

3 return Tg v) for each node v in G

PROPAGATE(e(u,v))
1 if (cu + ce) < ¢y then
2 for ¢ — (cu +ce) to (cy — 1) do

3 Tg‘v)[c],w — We, Tg’v)[c].p —u,
Tg]v)[c].c — Ce
ey — (cu +ce)

for each e/(v, z) € E do
PROPAGATE(e’(v, x))

valuec, decreases, and if it does, we updatend set VeV, E—0 .
for each e = (v, u) € G do

for c — 1 to Hr« do
add a new link e’ between v and u to E
Ce/ <= C Wer — F(U,u)(c)
return G(V, E)

4
5
6

values. When we add a linku, v) to G, we check whether the INITIALIZE()
1
2
R R 3
T(C:, wle]w — we, T(C:’ nlew]p — u, T(l;,”)[cv].c — ce. ‘5‘
6

We perform a similar process for each nadfor which ¢, de-
creases as a result of adding liakUpon completion, for each
nodev of T', the traversal functioﬁg_ . (c)is stored inthe array

T(Cj, ) [c]. The formal specification of Algorithm 8c-AHOPap-
pears in Fig. 8.

Given a QoS constraint and a destination nodewe deter-
mine a suitable pat#® through the following procedure. First,
we determine the minimum cosbf as, t>'pf"th ISG that SUp- ¢ 1 jes in theaggregatechetwork, hence, our improvement is
portsw by settingé = mln{c|Tgv ylelw < w}. Next, pathP significant.
is identified by iteratively discovering the predecessor of eaChNext, let us compare our precomputation scheme with an al-

”‘?de’ beglnm.ng witf. Thg preEiecessgrL-_l Off”" is deter- ternative where no precomputation is performed at all. In such
mined by settingii—1 = T ,,[¢ = C(Pv.,1), 0)]-p, Where 4 gingle-phase scheme, the required path can be identified by
C(P(s,, 1), W) is the cost of supporting by the subpath 0P  computing, for each link(v, u) € G, the cost. of supporting
identified so far. The budget allocated to linke(v;—1, v;) of the QoS constrainty (i.e., c. = min{c|F, ,(c) < b}),
Pissettoc, = T, [¢ = C(P(,, 1, )].c. We note that the and then applying Dijkstra’s shortest path algorithm [8] to a
identification of P requiresO(log H + |75|) time. graph with link costsc.. This scheme incur®(M log H +
Theorem  3:Algorithm  AGG-AHOP determines, in Vlog V) running time, compared t@(log H + |P]) in our

O(MH log N) time the aggregate traversal functiﬂ(ﬁs? t)(c) scheme. Hence, our scheme allows to significantly reduce the
for each node ¢ ¢ ’ time required for the identification of a suitable path.

Proof: See [22]. [ |

Fig. 8. Algorithm AGG-AHOP.

then be applied to a graph wit®(M H) links, its computa-
tional complexity would beD (M H?), which isQ(H/log N)

times higher than that of our scheme. Recall tHat the max-
imum hop count in thactualnetwork, wheread/’ is the number

V. PRECOMPUTATION SCHEMES FORADDITIVE METRICS

D. Discussion In this section, we consider the routing problem with addi-

We presented af?( M H log N) algorithm for computing tra- tive QoS constraints and general links costs. We assume a link
versal functions in an aggregated environment. As previoudiate environment, i.e., the source node has a full image of the
noted, a straightforward approach would be to substitute eawdtwork. We consider general networks, i.e., we do not assume
link by O(H) links and execute the Bellman—Ford algorithm ithat the network has a specific (e.g., hierarchical) structure. Our
the resulting graph. Since the Bellman—Ford algorithm woufzlirpose is to devise a scheme that (pre)computes, for each cost
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0 < ¢ < C and for each destination nodec G, a c-cost

constrained s, t)-path of minimum weight, wher€' is max- Algorithm RSP-GEN (G(V, E), s,¢,C):

imal cost of a path that can be considered for routing purposes. '"p(‘;'::v E) - network
Accordingly, we introduce the all-costs optimal path problem s € G - source node
(Problem ACOP), which is a generalization of Problem AHOP €, 0 < e < 1- approximation ratio
for general link costs. C - the maximum allowed cost of a path
Problem ACOP: Given are a grapli? = (V, E), a source 5 (14 )
6H

nodes € V and a maximum cost'. Find, for each cost, 1 <
¢ < C, and each destination node= G, ac-cost constrained
(s, t)-path of minimum weight.

1
2 forallveVdo
3
4
Problem ACOP is computationally intractable since it con- 5 imax —  min {i| C <4}
6
7
8

T(Syv)[O].w «— 00
T(s,s)[ol‘w —0, T(SYS)[O].]) — nil

tains Problem RSP, which i§"P-hard. Accordingly, we resort
to precomputation schemes that offgaproximatesolutions.
Definition 5: Given an instance of Problem ACOP, with

for i — l_to tmax 40
c; — 0
for all v € V do

; - : 9 T(s,wyleil-w — T(s vylei-1]w
source nodes, maximum costC', and approximate ratia, 10 Teomleil p — Tomleii)p
0 < e < 1, ane-approximate solutiors a set of paths, such 11 for each link e(v, u) € E do
that, for eachd < ¢ < C' andt € G, there exists afs, t)-path 12 if(ce < ¢;) then
P € S that satisfies: 13 e max {67 ]8) <S¢~ ce}
1) W(P) < W(P), for any c-cost constraineds, t)-path 14 if Ts ) [€]- 0+ we < Ts,ulesl-w then
P 15 T(s,w)lei] w — Tis vy lc] w + we
’ 16 T(s,u)[ci]'p —v

2) C(P) < (1+¢)e

We note that an approximate solution for Problem ACOP
can be constructed on the basis of existing approximatiery. 9. Algorithm RSP-GEN.
algorithms for Problem RSP (e.g., [13], [26]), i.e., by sequen-
tially executing them for various values of the cost constrairg.
However, as we will see, such a simplistic approach results in

a (overly) high computational complexity. Therefore, in this

section we propose a scheme that precomputes a set of suitabl¥€ prqceed to presept an efﬁcignt precomputation scheme
paths within O((1/2)H M log C') computational complexity. that provides am-approximate solution to Problem ACOP. The

Upon a connection request, a suitable path is chosen from aI erl?he i‘?’ base;_d on the psgugo—qulyncl)lmif’:tll SOIUF?” and luses a
of precomputed path withie(log((1 /) log C)) time. ogarithmic scalingapproach. Specifically, it considers only a

This section is organized as follows. First, we resentIimited number of budget values, namely,c., ¢z, ..., Cinuy
. 9 ALY wherec; = 67, imax = min{i|6? > O} andé = (1 + (¢/6H)).
simple precomputation scheme whose running tin@(i3/C'), e
which is pseudo-polynomial. Next, by using lagarithmic For each node € ¢ we maintain arrayrs,  [c] such that,
. et . ’ for 0 < i < imaxs Tis o |ci].w keeps the minimum weight
scaling technique, we establish &((1/¢)HM logC) pre- ==t (s, wleid-w P g

i ; . of ac;-cost constraineds, v)-path inG and7(,_,|c:].p keeps
computation scheme that offers arpproximate solution for the predecessor of in that path. The algorithm iterates over
Problem ACOP.

“budget” valuesc; = 1, c1, co, ..., ¢i,... At each iteration,
the algorithm repeatedly selects a linke G and relaxes it.
The process of relaxing a linfo, u) consists of testing whether
the minimum weight of v, «)-path can be improved by going

As a first step, we present a simple precomputation scherffffoughv under the current budget restrictionand, if so, up-
whose computational complexity is pseudo-polynomial. THEHNGT(,, .)[c;]. As will be shown below, the set of such paths
scheme is based on dynamic programming and is an extenGORstitutes a-optimal solution for Problem ACOP. The formal
of the standard Bellman—Ford’s algorithm. For each nod®ecification of Algorithm RSP-GEN appears in Fig. 9.

v € G we maintain arrayl(,, .,[c] such thatl{, ,)[c].w keeps  We will demonstrate the precomputation process by using the
the minimum weight of a-cost constraineds, v)-path inG  networkG depicted in Fig. 10. Algorithm RSP-GEN is invoked
and T, ,[c].p keeps the predecessor ofin that path. The for G, s, = 1 andH = 5. Thus,6 = 1.1. We consider a
algorithm iterates over “budget” values= 0, 1, ..., C. At request for ds, t)-path that satisfies a QoS constraint= 15.
each iteration, the algorithm repeatedly selects a dink G For this request]5 = {s, v1, vo, t} € G is an optimal path.
and relaxes it. The process of relaxing a lieflo, «) consists We show that the algorithm identifies a path whose weight is
of testing whether the minimum weight @b, «)-path can at mosti) and whose cost is at mogt + ¢)C(P). First, after

be improved by going through under the current budgetexecuting line 4, we havé(, ,)[0].w = 0. Next, consider the
restriction ¢ and, if so, updatindl{, .)[c]. Since for each execution of the main loop, i.e., the loop that begins at line 6,
¢, 1 < ¢ < C, the algorithm perform& (M) operations, its for i = 12. Sinces* = 3.138 > 3, the condition of line 12 is
complexity isO(MC). A formal specification of the schemesatisfied, hence, upon completion of the iteration, it holds that
can be found in [22]. T(s,v)[3-138].w < 2. Next, consider the iteration of the main

Polynomial Precomputation (Approximation) Scheme

A. Pseudo-Polynomial Solution for Problem RSP
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y; 410 %2 Compared to an alternative single-phase (i.e., “no precom-
3/6 putation”) scheme, our scheme allows to significantly reduce
t the time required for establishing a new connection. Indeed,
22 5/10 in a single-phase scheme, Problem RSP should be solved for
2.2/12 each connection request, throughanptimal approximation
to Problem RSP [26], which incurs a computational complexity
1/20 of O(MH((1/e) + loglog H)). We conclude that the second
vy u, phase of our scheme allows to identify aioptimal path upon
a connection requeSi( M H/((log(1/¢) + loglog C))) times
Fig. 10. Execution of Algorithm RSP-GEN. For each linthe upper number faster.
showse. and the lower number shows. . . . .
As previously noted, a precomputation scheme can be triv-
) ) ) . ially constructed on the basis of existing approximation algo-
loop fori = 23 and the iteration of the subloop at line 11 ot s for Problem RSP, such as [26], by sequentially executing
¢ = (v1, v). In line 13 we set = 3.797, which is the highest e for various weight values. In order to perform the pre-
degree ob thatis lower tham; — c. = 3.954, wherec; = 6° = compytation for Problem RSP, this algorithm should be invoked
8.945. In the next lines we check wheth@y; .,,)[3.797.w + ) ((1/¢)10g ) timesper destinationwith a total complexity
we < T(s,,)[8:954].w and, if so, we assigii; +,)[8-954]-w = ¢ 0((1/2) N H M log C) for all destinations, which is signif-

Ts,01)[3-945].w + w... Thus, after completion of the iterationicany (v /<) times) higher than that of our solution.
of the main loop fori = 23, we haveT|, ,,)[8.954].w < 9.

Finally, after the completion of the iteration fbe= 27 we have
T(s, pleilw < 15, wheree; = §° = 13.11. We conclude that
the algorithm identifies a path whose weight is at mbst 15,

and whose costis at moss.11 < (1 +¢)C(P) =22.Infact, QoS routing poses major challenges in terms of algorithmic
Algorithm RSP-GEN applied far, s, e = 2andi = 15, yields  gesign. On one hand, the path selection process is a complex
apath{s, ui, uy, t} whose costis 13, which is 1.18 times morg,gy “que to the need to concurrently deal with the connection’s
than the optimum (11). _ _ QoS requirements, as well as with the global utilization of net-
Algorithm RSP-GEN constitutes the first phase of our pregork resources; on the other hand, connection requests need to
computation scheme, and its output, i.e., the ariigys,)[c], IS pe handled promptly upon their arrival, hence, there is limited
used by the second phase. That phase is invoked upon a @i 1o spend on path selection. In many practical cases, a pre-
nection request betweerand a destination nodec V, witha  computation scheme offers a suitable solution to the problem:
QoS requirement. _ . abackground process (the “first phase”) prepares a database,
Upon arrival of a connection request for@n ¢)-pathP with  \yhich enables to identify a suitable path upon each connection
a QoS requirement, we first find the cost of P by setting  reqyest, through a simple, fast, procedure (the “second phase”).
¢ = min{¢;[T(;, g lei]-w < o}, wherec; = 6°. This operation  \whije much work has been done in terms of path selection
is performed through a binary search @6N(1/e)HlogC)  gigorithms for QoS routing, the precomputation perspective re-
values of ¢; and requires O(log((1/e)H log C)) time. (qjved little attention. As was demonstrated in this paper, sim-
The running time can be improved by Cons!ide“”g ONlYjistic adaptations of standard algorithms are usually inefficient.
O((1/¢)1og C) values Of.Cii namely,c; = I.nm{éj 161 S. 6 }.’ Accordingly, this paper investigated the precomputation per-
whered = (1 +¢/3). This improvement ylglds arunning tlmespective, considering two major settings of QoS routing. First,
of O(log((1/¢)log €')), and, as we prove in Theorem 4, doeg ¢, ,sed on the (practically important) special case where
not mtroducg a pgnalty n terms of approximation’s accuracyine QoS constraint is of the bottleneck type, e.g., a bandwidth
Next, we identify a suitable path = {s = v, ..., v = requirement, and network optimization is sought through hop
t} by “S""_Q the information stored in the.arrg{}@s;v) [c]hf € minimization. For this setting, the standard Bellman—Ford al-
G}. Specifically, the predecessof_, of ¢ in P is determined qqyithm offers a straightforward precomputation scheme. How-
by settingv, = T(,,1[¢].p. Generally, the predecessar, of g e e showed that by exploiting the typical hierarchical struc-

4.7/1
6.1/1 5/7

3/2

VI. CONCLUSION

v; is determined by S?tti”{%—l = T, v lwi]-p, wherez; = ture of large-scale networks, one can achieve a substantial im-
MAXj=1,2, .. imax 107107 < &= C(Pe, 1))} andC(Pew, 1)) 1S provement in terms of computational complexity.
the cost of the subpath,, ) of P discovered so far. Next, we considered networks with topology aggregation,

Theorem  4:Algorithm ~ RSP-GEN  computes,  inwhich is an inevitable tool for providing scalable routing. We
O((1/e)MHlogC) time, an e-approximate solution of jndicated that precomputation is an inherent component of QoS

Problem ACOP. routing schemes in aggregated environments. Accordingly,
Proof: See [22]. B e extended our precomputation scheme for bottleneck QoS
. ) requirements in a way that is suitable for topology aggregation.
C. Discussion This specific extension indicates how our precomputation tech-

We established a precomputation scheme for Problem R&Rues can be adapted to aggregated environments in general.
that providese-optimal solutions within a computational Then we considered the second setting, namely, additive QoS
complexity of O((1/e)HM logC) for the first phase and constraints (i.e., delay) and general link costs. As the related
O(log(1/¢) + loglog C) for the second phase. routing problem is\VP-hard, we focused os-optimal approx-
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imations and derived a precomputation scheme that offers a

major improvement over the “standard” approach.

Finally, we note that the precomputation conceptis applicable
to various areas of network control and management, hence,

offering a rich ground for future research.

APPENDIX
DETAILED DESCRIPTION OFPROCEDUREPATH

We begin by presenting Procedureex@PATH, which re-
trieves the paths (pre)computed by ProceduresTER. Next,

we present ProcedurexfH, which identifies the required QoS

path by concatenating paths returned by Proced@eRATH.

(1

(2]

(3]

Formal specifications of the two procedures can be found in[4]

[22].

A. Procedure GT-PATH
This procedure receives as input a laygeer groud’, a pair

of I's border nodes;, b;, and a hop constraint The procedure

uses the output of ProcedureuTERto identify a(b;, b;)-path
P such tha{P| < h andW (P) = F; , (h).

If T is a layer-1 peer group, then we use the following pro-
cedure. We first discover the predecessoof b;, then the pre-
decesson, of vy, etc. The predecessoy,; of v; is determined

by settinguv; 1 = T(Ei_w
path75 = {bz = Uj, oy U1, bJ}

(5]

(6]

(71

(8]
9]

)[h — [].p. The procedure returns the [10]

If I" is a layerk peer group, then we need a more elaborated'!!

procedure, becaug@ runs through children df. We first iden-

tify the children through which the paff runs. Next, we recur-

sively determine the detailed path through each (ldyer-1))
child crossed byP. Specifically, beginning withb;, we iter-

atively discover the predecesserof each nodev, such that

u € G. This is done by setting = Tj, , [h — C(P(.1,))]-p,
whereP,, ;) is the subpath oP identified so far. Ifu andv are
bAorder nodes of some child of G, then the subpati®,, ., of
P is determined by invoking ProcedureeGPATH on [, Oth-

erwise,P,, ,y comprises of the linku, v) € I'. We continue

this process till we reachy.

B. Procedure RTH

This procedure identifies, for a peer grolip and a border

nodeb; € I'*, aw-weight constrained optimdb;, t)-path. If

(12]
(13]

[14]

(18]

[16]

(17]

(18]

(19]

k =1,i.e.T'lis alayer-1 peer group, such a path was identi-

fied by the BFS algorithm. Fat > 1, Procedure IND yields

the minimum-costb;, t)—pathﬁrk(bi./ t) inthe auxiliary graph
I'*. Procedure RrH identifies a path if'’* that corresponds to
P (b;, t). For each linke € PT*(b;, t), one of the following

cases applies.
1) e connects border nodéds; andb; ; of different chil-

dren of I'*. In this case, linke is substituted by a link

(bij7 bi/jl) eIk,

2) e connects border nodésg; andb; ;- of the same child’;
of T'*. In this case, we substitutevith the(b;;, b;;7)-path
acrosd’;, which is identified by Proceduree3-PATH.

3) e connects a border node of I'*~! and the destination
t. In this case, Procedurex/ is applied recursively for

[20]
[21]

(22]

(23]

(24]

(25]

(26]

I'*=! and border nodé; € I'*~'. The link e is then
substituted by a path returned by the recursive invocation
of Procedure RrH.
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