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SUMMARY The problem of finding a path with two additive constraints, in particular finding a path that satisfies both the cost and the delay constraints, is called multi-constrained path (MCP) problem in the literature. In this paper, we explore the MCP problem based on the idea of single mixed weight—a mixed weight for each link is first obtained by combining its delay and cost, and then Dijkstra’s algorithm is used to find the corresponding shortest path. Given two infeasible paths, it can be theoretically proved that a better path can possibly be found if we choose an appropriate parameter to construct the mixed weight. An approximate algorithm is thus proposed to solve the MCP problem. Theoretical analysis demonstrates that this algorithm can make a correct judgment whether there is a feasible path or not with a very high probability even in the strict case where the delay bound is between the delays of the least delay path and the least cost path, while the cost bound is between the costs of the two paths. On the other hand, the time complexity of this algorithm is very small since it only needs to execute Dijkstra’s algorithm a limited number of times. The excellent performance of the proposed algorithm is verified by a large number of experiments on networks of different sizes.
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1. Introduction

The significance of quality of service (QoS) routing has been recognized due to the growing need for routing multimedia messages [2], [11]. QoS requirements are generally specified in terms of constraints, which can be classified into three categories: additive, multiplicative and concave [11]. It has been noted that routing with concave constraints can be easily handled [10], [11], while in the case of multiplicative or additive constraints finding solutions in an optimum and efficient way becomes very difficult [2], [11]. Also, we notice that multiplicative constraints can be converted into additive ones by simply using a logarithmic operation [9].

This paper explores the multi-constrained path (MCP) problem [1], [7], which intends to find a path that satisfies both the end-to-end delay and the end-to-end cost constraints. This problem, proved to be NP-complete [6], has a number of applications [2]. However, by now only a few papers addressing this problem have been published. In a relatively earlier work [7], Jaffe proposed a pseudopolynomial-time algorithm to solve the MCP problem in time $O(N^3 b \log N b)$, where $N$ is the number of nodes, while $b$ is the largest number among all costs and delays. Since this algorithm is definitely impractical, a heuristic algorithm was further presented to minimize a predefined objective function, but its solution could possibly violate the constraints. In a relatively more recent work [1], Chen & Nahrstedt proposed an algorithm that can possibly be used in real-time applications. The basic idea of their algorithm is to convert the delay (or cost) of each link to an integer, and then use an “extended Dijkstra’s algorithm” (EDSP) or “extended Bellman-Ford algorithm” to solve the simplified problem. The time complexity of this algorithm is $O(x^2 N^2)$, where $x$ is an integer defined as the upper bound on the path’s converted delay (or converted cost). The performance of this algorithm relies heavily on the value of $x$. The larger the value of $x$, the better the solution, while the longer the execution time. Another important work regarding the MCP problem is the heuristic $H_{MCOP}$ proposed by Kormaz & Krunz [14]. $H_{MCOP}$ was intended to solve the generalized multi-constrained optimal-path (MCOP) problem taking into account two or more constraints. Simulations in [14] show that in the case with two constraints it can achieve a very high success ratio of finding a feasible solution if such a solution exists. In addition, this algorithm only needs to run Dijkstra’s algorithm [4] (with some modifications) twice. Thus, it has been recognized as the best algorithm for the MCP problem so far.

In this paper, we present an approximate algorithm for solving the MCP problem based on an idea different from previous methods. This idea includes two basic steps. First, the delay and cost for each link is combined in terms of a parameter to form a single mixed weight. Second, Dijkstra’s algorithm is employed to find the corresponding shortest path. Given two infeasible paths, one not satisfying the delay constraint while the other not satisfying the cost constraint, we can prove that using the above idea the obtained shortest path could be better than (at worst remains the same as) one of the two infeasible paths as long as the parameter is appropriately chosen. Thus, we can keep...
updating one of the two infeasible paths until a feasible path is found or a conclusion that no feasible path is available has been made. A large number of computer simulations demonstrate that this algorithm can converge very fast since it only needs to execute Dijkstra’s algorithm a few times even for a network of relatively large size. On the other hand this algorithm can make a correct judgment whether there is a feasible path or not with a very high probability.

There are two fundamental differences between the proposed algorithm and H_M COP in [14]. First, the aggregate (i.e., mixed) weight used in the proposed algorithm is a linear combination of delay and cost, while the one in H_M COP is a nonlinear function of delay and cost. Second, the proposed algorithm uses the standard Dijkstra’s algorithm rather than a modified Dijkstra’s cost. The proposed algorithm and HDijkstra’s algorithm are elaborated in Sect. 2. Then, based on the second theorem, an approximate algorithm is developed.

2. Notation and Problem Formulation

A network is represented by a directed graph G(V,E), where V is the set of nodes, and E is the set of links. Assume N = |V|, and M = |E|.

A weight w defines a number w(e) ∈ R0+ associated with each link e, i.e., w : E → R0+. In particular, weight d : E → R0+ is called delay, while c : E → R0+ is called cost.

A path is a finite sequence of non-repeated nodes p = (v0, v1, ..., vk), such that, for 0 ≤ i < k, there exists a link from vi to vi+1, i.e., (vi, vi+1) ∈ E. A link e ∈ p means that path p passes through link e.

A weight w, like delay or cost, is additive if the weight of a path p is equal to the summation of the weights of all links belonging to that path, i.e., w(p) = \sum_{e \in p} w(e). In particular, the delay and cost of a path p are given by Dp = d(p) = \sum_{e \in p} d(e) and Cp = c(p) = \sum_{e \in p} c(e), respectively.

In a general sense, the delay of a link is the average transmission time on that link, while the cost of a link may be the fee paid to transmit per unit of message on that link. However, the delay and cost may be redefined as other metrics such as jitter, loss, etc. as long as they are additive.

Given two additive weights w1 and w2, a mixed weight w = w1 + αw2 means that for any link e, w(e) = w1(e) + αw2(e), where α ∈ R0+. Apparently, a mixed weight of two additive weights is also additive.

Given a source node s, a destination node t and an additive weight w, we define a function (or procedure) Dijk(w) which returns the shortest path from s to t found by the Dijkstra’s algorithm when the network is weighted by w. In particular, we let p0 = Dijk(d) be the least delay (LD) path, p1 = Dijk(c) be the least cost (LC) path, D0 = Dp0, and C0 = Cp0 be the delay and cost of the LD path, and D1 = Dp1, and C1 = Cp1 be the delay and cost of the LC path. Note that D0 ≤ D1 and C0 ≥ C1 always hold.

Definition 1: Given a network G(V,E), two nodes s ∈ V and t ∈ V, a delay and a cost for each link, a delay upper bound D, and a cost upper bound C, the multi-constrained path (MCP) problem is to find a path p from s to t, such that Dp ≤ D and Cp ≤ C.

For convenience, a path that satisfies both of the two constraints in the above definition will be called a feasible path or a solution, while a path that does not satisfy at least one of the two constraints will be called an infeasible path.

3. An Approximate Algorithm for the MCP Problem

In this section, we first propose two theorems, which reflect the basic idea of the mixed weight. Then, based on the second theorem, an approximate algorithm is developed.

3.1 Two Basic Theorems

As mentioned in Sect. 1, our basic idea to solve the MCP problem is to first combine the delay and cost to form a single mixed weight, and then use Dijkstra’s algorithm to find the corresponding shortest path. To make use of this idea, it is rather important to understand the relationship between the parameter, which is used for constructing the mixed weight, and the cost and delay of the corresponding shortest path.

The following theorem shows how the parameter affects the delay and cost of the resulting shortest path.

Theorem 1: If p = Dijk(d + αc), q = Dijk(d + βc), α ∈ R0+, β ∈ R0+, then

(i) if \alpha ≥ \beta then C_p ≤ C_q, D_p ≥ D_q,
(ii) C_p = C_q iff D_p = D_q.

Proof: (i) Since p is the shortest path obtained using Dijkstra’s algorithm when the link is weighted by d+αc, we have

D_p + αC_p ≤ D_q + αC_q. (1)

Similarly, the following inequality holds:

D_q + βC_q ≤ D_p + βC_p. (2)
By combining the two inequalities, we have

\[ \alpha C_p \leq D_q + \alpha C_q - D_p = D_q + \beta C_q - \beta C_q + \alpha C_q - D_p \leq D_p + \beta C_p - \beta C_q + \alpha C_q - D_p = \beta C_p + (\alpha - \beta)C_q. \]

Therefore, \( C_p \leq C_q \) holds. Furthermore, from inequality (2), we have

\[ D_p \geq D_q + \beta (C_q - C_p) \geq D_q. \]

(ii) In this case, inequalities (1) and (2) still hold. If \( C_p = C_q \), then from inequality (1) we have \( D_p \leq D_q \), while from inequality (2) we have \( D_p \geq D_q \). Therefore, \( D_p = D_q \) holds. Similarly we can prove the inverse case. \( \square \)

**Corollary 1:** If \( p = \text{Dijk}(d + \alpha c) \), where \( 0 < \alpha < +\infty \), then \( C_0 \geq C_p \geq C_1 \), \( D_0 \leq D_p \leq D_1 \).

Theorem 1 implies that the tradeoff between the cost and delay can be achieved by appropriately choosing the parameter used for computing the mixed weight. The larger the parameter chosen, the smaller the cost of the obtained shortest path, while the larger the delay of the path.

If we assume that a parameter \( \alpha \) results in an infeasible path \( p \), which satisfies the delay constraint while does not satisfy the cost constraint, then according to Theorem 1 we can possibly find a feasible path by choosing a parameter slightly greater than \( \alpha \). Similarly, if \( p \) satisfies the cost constraint while does not satisfy the delay constraint, then we can also possibly find a feasible path by choosing a parameter slightly smaller than \( \alpha \). Actually this is the basic idea of the algorithm to be proposed in this paper, and the following theorem provides a theoretical basis for our algorithm.

**Theorem 2:** If \( r = \text{Dijk}(d + \alpha c), \ p = \text{Dijk}(d + \beta c), \ q = \text{Dijk}(d + \gamma c) \), where \( \beta < \gamma, \ C_p \neq C_q, \ \alpha = (D_q - D_p)/(C_p - C_q) \), then

(i) \( C_p \geq C_r \geq C_q, \ D_p \leq D_r \leq D_q \),

(ii) \( D_r + \alpha C_r = D_p + \alpha C_p \) if \( D_r + \alpha C_r = D_q + \alpha C_q \),

(iii) \( D_r + \alpha C_r = D_p + \alpha C_p \) iff there does not exist a path \( h \) such that \( C_h < C_p \) and \( \alpha > (D_h - D_p)/(C_p - C_h) \).

**Proof:** (i) From Theorem 1, we only need to prove that \( \beta \leq \alpha \leq \gamma \). Since \( p = \text{Dijk}(d + \beta c) \), we have

\[ D_p + \beta C_p \leq D_q + \beta C_q. \quad (3) \]

Moreover, \( \beta < \gamma \) implies that \( C_p \geq C_q \) and \( D_p \leq D_q \). Notice \( C_p \neq C_q \), therefore, inequality (3) can be rewritten as

\[ \beta \leq \frac{D_q - D_p}{C_p - C_q} = \alpha. \]

Similarly, we can prove \( \alpha \leq \gamma \).

(ii) This is obvious since we have \( D_p + \alpha C_p = D_q + \alpha C_q \).

(iii) We need to prove that if there exists such a path \( h \), then \( h \) should be the shortest path \( r \) whose mixed weight is less than that of \( p \) and \( q \), i.e., the following two inequalities hold:

\[ D_h + \alpha C_h < D_p + \alpha C_p, \quad \text{and} \quad D_h + \alpha C_h < D_q + \alpha C_q. \]

The first inequality is a direct result from the assumption

\[ \alpha > \frac{D_h - D_p}{C_p - C_h}. \]

The second inequality holds due to the fact that \( D_p + \alpha C_p = D_q + \alpha C_q \). \( \square \)

3.2 An Approximate Algorithm

To understand the significance of Theorem 2, let us consider the following situation. Assume \( D_p \leq D, \ C_p > C, \ D_q > D \), and \( C_q \leq C \). This means that both \( p \) and \( q \) are infeasible paths. However, if we use a parameter \( \alpha \) as defined in Theorem 2 to construct a mixed weight for each link, and find the corresponding shortest path \( r \), then \( r \) could be “better” than \( p \) or \( q \). More precisely, if \( D_r \leq D \), then \( r \) could be better than \( p \) in the sense that its cost is possibly lower. On the other hand, if \( C_r \leq C \), then \( r \) could be better than \( q \) in the sense that its delay is possibly lower.

Based on the above analysis, we can propose an iterative algorithm for the MCP problem as described in Fig. 1. In this algorithm, the LC path \( p_1 \) and the LD path \( p_0 \) are first identified. If \( C_1 > C \) or \( D_0 > D \), then no feasible path is available, and the QoS requirements must be renegotiated. Otherwise, if \( D_1 \leq D \) (or...
$C_0 \leq C$), then $p_1$ (or $p_0$) must be a solution. If none of the above conditions happens, then the algorithm sets $p_0$ and $p_1$ to $p$ and $q$, respectively, as their initial values. In each of successive iterations, either $p$ or $q$ is updated with a better path. From the third conclusion of Theorem 2, if the mixed weight of the newly obtained path is the same as that of $p$ (or $q$), then the algorithm can not find a better path with a mixed weight less than that of $p$ (or $q$). If this happens, the algorithm should terminate. In the algorithm described in Fig. 1, however, a stronger termination rule\footnote{From the second conclusion of Theorem 1, if $C_r = C_p$ or $C_r = C_q$ then the mixed weight of $r$ must equal to that of $p$ or $q$.} is used to avoid the case that the newly obtained path is a better one, but it has the same mixed weight as $p$ (or $q$).

3.3 Illustration of the Proposed Algorithm

Now we illustrate through two examples how the algorithm MCP-IA tries to find a solution.

Figure 2 shows an MCP problem as described in [1], for which we need to find a feasible path from $s$ to $t$ such that the delay is bounded by 8, while the cost is bounded by 20. Using the EDSP proposed in [1], the parameter $x$ must take a value around 10 in order to find the only feasible path $s \rightarrow u \rightarrow v \rightarrow t$, and the corresponding time complexity of EDSP is about 100 times the time complexity of Dijkstra’s algorithm. In contrast, the proposed algorithm MCP-IA only needs to run Dijkstra’s algorithm once to find the feasible path. This is because MCP-IA first finds the LC path, which is $s \rightarrow u \rightarrow v \rightarrow t$. Since the LC path is feasible, the algorithm will terminate at line 5 as shown in Fig. 1.

Now let us investigate a more complicated example shown in Fig. 3, for which we need to find a feasible path from node 1 to node 6 with delay upper bound $D = 12$ and cost upper bound $C = 8$. MCP-IA first finds the LC path $p_1 = \{1 \rightarrow 4 \rightarrow 6\}$. It is easy to see that $C_1 = 2 < C$ and $D_1 = 18 > D$. Therefore, the algorithm continues to find the LD path $p_0 = \{1 \rightarrow 3 \rightarrow 6\}$. Correspondingly, we have $C_0 = 28 > C$ and $D_0 = 2 < D$. After that, the algorithm enters an iterative procedure. In each iteration, the parameter $\alpha$ for constructing the mixed weight is computed in terms of $\alpha = (D_q - D_p)/(C_p - C_q)$, and then the corresponding shortest path $r$ is found using Dijkstra’s algorithm. If $r$ is feasible, then it is returned and the algorithm is terminated; otherwise either $p$ or $q$ is replaced by $r$ as long as $r$ is better.

The initial values of $p$ and $q$ are $p_0$ and $p_1$, respectively. Thus, the parameter in the first iteration is $\alpha = (18 - 2)/(28 - 2) = 8/13$. As shown in Fig. 4(a), the corresponding shortest path is $r = \{1 \rightarrow 5 \rightarrow 6\}$. Since $r$ is infeasible and better than $p$ in the sense that $r$ has smaller cost, $p$ is replaced by $r$. In the second iteration, the parameter becomes $\alpha = (18 - 7)/(9 - 2) = 11/7$. As shown in Fig. 4(b), the corresponding shortest path is $r = \{1 \rightarrow 2 \rightarrow 6\}$. Again, $r$ is infeasible, but it is better than $q$ in the sense that $r$ has smaller delay. Thus, $q$ is replaced by $r$. In the third iteration, the parameter becomes $\alpha = (14 - 7)/(9 - 3) = 7/6$. As shown in Fig. 4(c), the corresponding shortest path is $r = \{1 \rightarrow 4 \rightarrow 5 \rightarrow 6\}$, which has a delay of 10 and a cost of 6. Since $r$ is feasible, it is returned as the final solution and the algorithm stops.

It is possible that MCP-IA can not find a solution even if there exists one. For instance, in the problem shown in Fig. 3, if we assume that the delay upper bound $D = 9$ and other parameters keep unchanged, then after finding the path $r = \{1 \rightarrow 4 \rightarrow 5 \rightarrow 6\}$ in the third iteration, $q$ is again replaced by $r$ since $r$ is still infeasible but it is better than $q$. In the fourth iteration, the parameter becomes $\alpha = (10 - 7)/(6 - 3) = 1$. As shown in Fig. 4(d), the two paths $1 \rightarrow 5 \rightarrow 6$ and $1 \rightarrow 4 \rightarrow 5 \rightarrow 6$ have the same minimum length. The returning of any of them will terminate the algorithm. As a result, the algorithm can not find a feasible path.
However, we can see that there do exist a feasible path $1 \rightarrow 2 \rightarrow 4 \rightarrow 5 \rightarrow 6$ for this problem.

4. Performance Analysis

4.1 Quality of Solution

The MCP problem only cares whether we can find a solution. If there are multiple solutions, then for any two solutions we can not identify which one is better. This is based on the assumption that the importance of the cost and that of the delay can not be compared. If we have predetermined that one of them is more important than the other, then the problem becomes the restricted shortest path problem \cite{8}, for which we need to use different algorithms to solve. Therefore, if a specific algorithm used to solve a MCP problem returns a solution, then we are done. However, if the algorithm makes a judgment that no feasible path is available, then we might doubt whether this judgment is correct or not. Obviously, for the proposed algorithm, only in the case when $D_0 < D < D_1$, $C_0 > C > C_1$ and a judgment that no feasible paths is available has been made will we suspect the correctness of the judgment. Note that in our algorithm described in Fig. 1, if the algorithm stops at line 15, then it makes a judgment that there is no feasible path available.

**Theorem 3:** Consider the case when $D_0 < D < D_1$, $C_0 > C > C_1$ and algorithm MCP-IA makes a judgment that no feasible path is available. If we assume that

1. $S$ is the set of paths with delays no greater than $D_1$ and costs no greater than $C_0$,
2. the delays and costs of the paths in $S$ are uniformly distributed in $[D_0, D_1]$ and $[C_1, C_0]$, respectively, and
3. $\alpha = (D_q - D_p)/(C_p - C_q)$ is the last parameter when the algorithm terminates,

then, the following holds:

†The idea of single mixed weight can be also used to solve the restricted shortest path problem. Please refer to our recent work \cite{5}.

---

Fig. 4 The shortest path found in each iteration for the problem shown in Fig. 3.
(i) If \( \alpha > \frac{(D-D_p)}{(C_p-C)} \), the judgment that no feasible path is available is absolutely correct,
(ii) if \( \alpha = \frac{(D-D_p)}{(C_p-C)} \), and there exists a feasible path, it must have a delay and a cost exactly equal to \( D \) and \( C \), respectively, and
(iii) if \( \alpha < \frac{(D-D_p)}{(C_p-C)} \), the probability that there exists a feasible path is \( L^2/(2\alpha A) \), where \( L = \alpha (C - C_q) - (D_q - D), A = (C - C_1) \cdot (D - D_0) \).

**Proof:** (i) If \( \alpha > \frac{(D-D_p)}{(C_p-C)} \), we can prove that there does not exist a feasible path. This is because if there exists a feasible path \( r \), which implies that \( C_r \leq C \) and \( D_r \leq D \), then the following relation must hold:
\[
\alpha > \frac{D - D_p}{C_p - C} \geq \frac{D_r - D_p}{C_p - C_r},
\]
which is in contradiction with the third conclusion of Theorem 2.

(ii) In this case, if there exists a feasible path \( r \) with \( D_r \neq D \) or \( C_r \neq C \) or both, then we must also have the relation that \( \alpha > \frac{(D_r - D_p)}{(C_p - C_r)} \), which is also in contradiction with the third conclusion of Theorem 2.

(iii) This case is shown in Fig. 5. Any feasible path \( r \) must have its coordinates \( (C_r, D_r) \) located in the rectangular area. However, when the algorithm terminates with a judgment that there is no feasible path, the only possible solution \( r \) must have its coordinates \( (C_r, D_r) \) located in the shaded area. Since the delays and costs of the feasible paths are assumed to be uniformly distributed, the probability that there is a feasible path is actually the ratio of the area of the shaded region to the area of the rectangular region, which is given by
\[
\frac{L^2/(2\alpha)}{(C - C_1)(D - D_0)} = \frac{L^2}{2\alpha A},
\]
where \( L \) can be calculated by the relation \( \alpha = (L + D_q - D)/(C - C_q) \).

**Corollary 2:** If algorithm MCP-IA can not find a solution, then the maximum probability that there exists a feasible path is less than 1/2.

**Proof:** From Fig. 5, we can find out that the following two relations must hold: \( L < D - D_0 \) and \( L/\alpha < C - C_1 \). Therefore, we have \( L^2/(2\alpha A) < 1/2 \).

4.2 Time Complexity

Algorithm MCP-IA only includes two major operations in each iteration. The first one is the update of the mixed weight, which can be finished with a negligible time complexity \( O(M) \), while the second one is the use of Dijkstra’s algorithm to find the shortest path in time \( O(N^2) \). Therefore, the time complexity of algorithm MCP-IA, as another important performance measure, can be given by \( O(kN^2) \), where \( k \) is the number of the executions of Dijkstra’s algorithm. Although \( k \) is not deterministic, the computer simulations in the next section show that the maximum number of executions is small even for relatively large networks.

5. Experimental Results

For a routing request between two nodes on a specific network, both the proposed algorithm and an exact algorithm [13] are used to search for a solution. A value of 1 is returned if a feasible path is found, otherwise a value of 0 is returned. Experiments on a specific network model are divided into groups, each of which includes 10,000 experiments. When we start a group of experiments, the delays and costs of links are randomly generated and uniformly distributed in \((0, 50]\) and \((0, 200]\), respectively, like the method used in [1]. For all the experiments of a specific group, the delays and costs of links keep unchanged. For a specific experiment, a source node and a destination node are randomly generated. Three performance measures are investigated after a group of experiments are finished:

- **Execution time**, which is the time consumed by the experiments in this group when the experiments are done on a HP Celeron 450 MHz PC,
- **Average number of the executions** of Dijkstra’s algorithm in one experiment,
- **Maximum number of the executions** of Dijkstra’s algorithm among all experiments in this group,
- **Optimality**, which is the percentage of experiments in which the value returned by the proposed algorithm equals to the one returned by the exact algorithm.

5.1 Performance Comparison between MCP-IA and EDSP

In order to make a comparison between algorithm

\[\text{EDSP} \]
MCP-IA and the EDSP proposed by Chen & Nahrstedt in [1], we repeated their experiments. The network model as shown in Fig. 6 includes 32 nodes and 54 duplex links.

Table 1 shows the performance measures of both MCP-IA and EDSP when they are used to test this network model. The value of parameter $x$ in EDSP is set to 10. Let us take the third column in Table 1 as an example to explain its meaning. For this column, a group of experiments, which includes 10,000 routing requests, has been done. The values of $D$ and $C$ are uniformly distributed in $[50, 65]$ and $[200, 260]$, respectively. The performance measures of MCP-IA are as follows: the execution time is 1.54 seconds, the average number of executions of Dijkstra’s algorithm is 1.4754, the maximum number of executions is 5, and the optimality is 99.92%. In contrast, the execution time and the optimality of EDSP are 14.99 seconds and 27.51%, respectively.

By comparing the performance measures of MCP-IA and those of EDSP, we notice that in certain cases the optimality of EDSP is unsatisfactorily low. It can achieve a high optimality only when the cost and delay upper bounds are relatively large, in which case it is easy to find a feasible path. In contrast, MCP-IA can always achieve a high optimality. On the other hand, the execution time of EDSP is much longer than the time MCP-IA takes. If one wants to increase the optimality of EDSP by picking a larger value for $x$, its time complexity will become even higher.

### 5.2 Performance Comparison between MCP-IA and $H_{MCOP}$

We have also done experiments to compare the performance of MCP-IA and $H_{MCOP}$ in this case the same method as in [14] is adopted to generate the delay and cost upper bounds, i.e., $D$ and $C$ are uniformly distributed in $[0.8 \times D_1, 1.2 \times D_1]$ and $[0.8 \times C_0, 1.2 \times C_0]$, respectively. Four types of topologies have been tested. The first one is the 32-node network shown in Fig. 6. The other three networks, i.e., 50-node, 100-node, and 200-node, which include 313 links, 683 links, and 1762 links, respectively, are generated using Waxman’s method [12].

Similarly, both MCP-IA and $H_{MCOP}$ are employed to process 10,000 routing requests for each network topology. The statistical results are shown in Table 2. Comparing these results, we can conclude that the performance of MCP-IA is at least comparable with the performance of $H_{MCOP}$ (when both of them are used to solve the MCP problem with two constraints). First of all, even though there is a slight difference between the optimality of MCP-IA and that of $H_{MCOP}$, the difference is small enough to be negligible. Second, the execution time of $H_{MCOP}$ is slightly higher than that of MCP-IA. There are several reasons that contribute to the higher time complexity of $H_{MCOP}$. First, its nonlinear formulation of the aggregate weight requires more computation time than a linear one as adopted by MCP-IA. Second, the modified Dijkstra’s algorithm described in $H_{MCOP}$ needs to maintain...
more state variables than the standard Dijkstra’s algorithm. Third, H_MCOP always runs the modified Dijkstra’s algorithm twice; In contrast, MCP-IA may only run the standard Dijkstra’s algorithm once if the LC path is feasible.

5.3 Performance of MCP-IA in the Strictest Case

In the experiments conducted in the previous two subsections, the values of $D$ and $C$ are generated in arbitrarily chosen areas. If the values of $D$ and $C$ are too small, then in most cases algorithm MCP-IA will execute Dijkstra’s algorithm only once or twice because in such cases there is no feasible path available. For instance, in the third column of Table 1 $D$ and $C$ are relatively small, $D_{0} = 1.4754$. Similarly, If the values of $D$ and $C$ are too big, then in most cases the LD or LC path will be a feasible path, and algorithm MCP-IA will also run Dijkstra’s algorithm only once or twice. For instance, in the last column of Table 1 $D$ and $C$ are relatively large, the average number of executions is only 1.2216.

To test the algorithm in the strictest case, in subsequent experiments we let the values of $D$ and $C$ be uniformly distributed in $[D_{0}, D_{1}]$ and $[C_{1}, C_{0}]$, respectively. This method can ensure that the case where the LD path or LC path is a solution will not happen often.

The 32-, 100-, and 200-node networks described in previous subsections are tested. For each network model we have done 10 groups of experiments.

The corresponding performance measures are shown in Fig. 7 and Table 3. The execution time is not given since it is proportional to the average number of executions of Dijkstra’s algorithm. In Fig. 7, each point corresponds to a group of experiments. From Fig. 7(a) we can see that the optimality is satisfactorily high either for a network of relatively small size or for a relatively large scale network. From Fig. 7(b), we can see that the average number of executions is between 2 and 4 for the three networks, while from Table 3 we may see that the maximum number of executions for each group is between 4 and 7, which is very small. Moreover, although the average and maximum numbers of executions are increasing with the increase of the network size, the rate of increase is also very small.

6. Conclusion

We have demonstrated through theoretical analysis and computer simulations that the approximate algorithm proposed in this paper can very well solve the MCP problem, which is very important in the QoS unicast routing area. This algorithm tries to find a solution by performing Dijkstra’s algorithm a limited number of times. A large number of computer simulations show that the maximum number of the executions of Dijkstra’s algorithm is satisfactorily small even for relatively large networks, e.g., 7 for a 200-node network. On the other hand, the probability that the algorithm makes a correct judgment whether there is a solution or not is very high, e.g., over 95% for a 200-node network. The good performance of the proposed algorithm has also been verified by comparing it with previous works.

The MCP problem discussed in this paper only takes into account two weights, i.e., delay and cost. It is very likely to develop similar heuristics for the MCP problem with three or more weights. In such cases, we need to use more parameters to construct the mixed weight $w$, e.g., $w = f_{1} w_{1} + f_{2} w_{2} + \cdots + f_{n} w_{n}$. If the shortest path w.r.t. $w$ violates the constraint corresponding to weight $w_{k}$, the corresponding parameter $\alpha_{k}$ can be adjusted in a way similar to the one described in this paper.
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