
A comparison of two optimal approaches

for the MCOP problem

Wen-Lin Yang

Department of Information Technology, National Pingtung Institute of Commerce, No. 51,

Ming-Sheng East Road, Pingtung City 900, Taiwan, ROC

Received 9 October 2002; received in revised form 20 August 2003; accepted 2 October 2003

Abstract

Providing guaranteed end-to-end quality of service (QoS) is a key issue for deploying multimedia

applications on the broadband integrated services networks. To support QoS-based services, an

optimal path determination problem, which concerns how to select a feasible end-to-end path to

simultaneously satisfy multiple QoS constraints, has to be studied. This problem is often referred as

the multiple constrained optimal path problem. Two optimal algorithms: branch-and-bound and

extended Bellman–Ford algorithms (EBFA) are proposed in this paper for this NP-complete

problem. A number of simulations for different network topologies were carried out for comparing

performances between these two algorithms. The experimental results show that the branch-and-

bound based algorithm not only outperforms the EBFA, but also is an efficient and stable method

when it applies to random networks and practical networks like ANSNET.
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1. Introduction

For real-time multimedia applications deployed on the broadband integrated services

networks, various quality of service (QoS) requirements, such as bandwidth, delay, cost,

delay jitter, packet loss rate, etc. must be supported in order to provide appropriate service

quality (Almeroth and Ammar, 1996; Sitaram and Dan, 2000; Verma et al., 1998; Lorenz

and Orda, 2002; Raz and Shavitt, 2000). To support such QoS-based services, the problem

concerning how to select a feasible end-to-end path that simultaneously satisfies multiple

QoS requirements needs to be studied (Chen and Nahrstedt, 1998; Korkmaz and Krunz,
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2001; Korkmaz et al., 1999, 2002; Orda, 1999; Yuan and Liu, 2001; Guo and Matta, 2003;

Youssef et al., 2002).

Considering a network with every link associated with a set of additive QoS parameters

(e.g. delay and cost), it is necessary for us to study the multiple constrained path (MCP)

problem, if our goal is to find a feasible path between two given nodes such that all the

given QoS constraints are satisfied simultaneously (Chen and Nahrstedt, 1998; Korkmaz

et al., 1999, 2002; Yuan and Liu, 2001; Yang, 2002). However, the MCP problem is only a

special case of the multiple constrained optimal path (MCOP) problem (Wu et al., 2000).

The latter is concerned about how to determine the least cost path among all the feasible

paths satisfying the QoS constraints, assuming that each link is associated with a cost and a

set of additive QoS parameters. For non-additive QoS parameters like bandwidth, a

preprocessing can be taken to delete links with bandwidth less than requirement. The

optimal path is then determined on the resulting network. Hence, only additive QoS

parameters are considered in this study.

Both problems are known to be NP-complete (Jaffe, 1984). To cope with the NP-

complete, a number of heuristics were developed for MCOP and MCP problems in the past

(Chen and Nahrstedt, 1998; Korkmaz and Krunz, 2001; Korkmaz et al., 1999, 2002; Yuan

and Liu, 2001; Wu et al., 2000). Most of them are for the MCP problem. The empirical

results show that compared to the optimal solutions, the quality of their approximate

solutions is good for networks with a small set of nodes. However, as far we know, no

research about performance evaluations on optimal algorithms has been reported in

literature. In this paper, a study about solving the MCOP problem based on the optimal

algorithms is presented. Although the MCOP problem is NP-complete and no polynomial

time algorithm exists for it, it would be an advantage to develop an optimal algorithm,

which is so efficient that the optimal paths can be found easily for some practical networks

with reasonable size. On the other hand, in order to evaluate the performances of heuristic

algorithms more accurately (Yang, 2002; Wu et al., 2000), a good optimal algorithm is

required because it can provide optimal solutions for MCOP problems with larger input-

size.

Two optimal algorithms are proposed in this paper for the MCOP problem. The first

algorithm is developed based on the branch-and-bound technique. It is named BB

algorithm in this paper. The second method is modified from the Bellman–Ford algorithm

(EBFA) presented in Yuan and Liu (2001) for the MCP problem. Based on different

network topologies and different number of QoS constraints, a number of experiments are

designed to study the performance of these two algorithms. Although the time complexity

of the BB algorithm is OðdhÞ at the worst case, where h denoting the number of hops of the

desired path and d representing the largest node-degree in the network, the experimental

results show that our BB method not only is superior to the EBFA based method, but also

is a practical method for large-scale random networks.

2. The MCOP problem

We assume that a network is modeled by a directed graph GðV ;EÞ; where V is a set of

nodes and E is a set of links. Each link ðu; vÞ [ E is associated with a cost cos tðu; vÞ and k
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additive QoS parameters: wiðu; vÞ; i ¼ 0; 1;…; ðk 2 1Þ: Given k constraints Ci; 0 # i #

ðk 2 1Þ; and a pair of nodes S and T ; which represent a source node and a destination node,

respectively, the goal of our study is to find a path P from S to T such that the cost of path P

is minimized and all constraints are satisfied on the path P: The problem can be

mathematically formulated as follows.

Minimize
X

ðu;vÞ[P

cos tðu; vÞ ð1Þ

Subject to Wi ¼
X

ðu;vÞ[P

wiðu; vÞ # Ci; 0 # i # ðk 2 1Þ ð2Þ

If cos tðu; vÞ is assumed to be 0 for all the links, the above equations can be used to describe

the MCP problem. Hence, two optimal algorithms proposed in this paper can be easily

extended to solve the MCP problem.

3. The BB algorithm for the MCOP problem

3.1. The construction process of a state-space tree

In order to solve the MCOP problem, a data structure called state-space tree is

generated from a given network G to record all the feasible paths. Based on the state-space

tree, an algorithm developed based on branch-and-bound technique is applied to search for

the optimal solution. This algorithm is referred as the BB algorithm in this paper.

The state-space tree is constructed in the following ways. The source node of network G

is the root of the state-space tree. For each state node Sj of the state-space tree, two labels

mark it: one is the node number j in the original network G and the other one is an attribute

vector Yj: Yj can be defined as follows:

Yj ¼ ðhj;Wj;0;…;Wj;k21Þ;

where Wj;i ¼
P

ðu;vÞ[P wiðu; vÞ and hj ¼
P

ðu;vÞ[P cos tðu; vÞ; 0 # i # ðk 2 1Þ:

Assume that P represents the path from root to state node Sj; k is the number of QoS

constraints, and wiðu; vÞ represents the value of QoS parameter i on link ðu; vÞ:

For any state node Su with node-label u; a new state node Sv is created for each

downstream node v; if the link ðu; vÞ [ E; These new state nodes are made to be children

of Su; and they are at the same level in the state-space tree. For any state node Su with node-

label u; Su becomes a leaf node if Wu;i . Ci for some QoS constraint Ci: Since at least one

of QoS constraints is violated on the path from root to state node Su; branching process

stops at Su:

By applying the above branching process recursively, the entire state-space tree is then

obtained for the MCOP problem. The destination node must be at some of the leaf nodes of

the state-space tree. However, not all the paths from root to leaf nodes with destination-label

are feasible solutions for the MCOP problem. Only the paths satisfying constraints are valid.

For example, based on the network given in Fig. 1, we assume that the nodes 0 and 5

represent the source node and destination node respectively, and the paths between these
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two nodes must satisfy two QoS constraints, C0 and C1; which are no more than 5. A state-

space tree is then constructed in Fig. 2. Two feasible paths can be found in Fig. 2. One is

the path between s0 and s7; and the other is the path between s0 and s10: Because of the

smaller cost of the first path, it is the optimal solution for the MCOP problem.

To find an optimal solution, it is time consuming if considering all the feasible paths in

the state space tree. In fact, by traversing only a portion of the state-space tree, the optimal

solution can be determined by our best-first selection method proposed in Section 3.2. The

main idea behind this method is based on the criteria for selecting next node for branching.

Fig. 1. An example of six-node network.

Fig. 2. State-space tree construction using the BB algorithm.
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3.2. The selection process of next branching node

The search strategy of our BB algorithm is a best-first searching method. That is, during

the state-space-tree constructing step, the next state node selected for branching is a node

with the smallest cost.

In order to support this lowest-cost-first searching strategy, a heap is maintained to

record all the state nodes that are eligible for branching. According to the attribute vector

associated with each state node, it is easy to determine whether a state node is eligible for

branching. Only eligible branching nodes are inserted into the heap. The next node

selected for branching is at the top of the heap, since its cost value is the smallest among all

the nodes in the heap. Constructing the state-space tree begins from the source node (root

of the tree) and stops when the heap is empty. In addition, a current best cost ‘Best_cost’ is

kept in the algorithm. Initially, ‘Best_cost’ is set at a large positive number, and it is tested

for updating whenever a feasible path is found (i.e. destination is reached). That is, when

the algorithm terminates, ‘Best_cost’ keeps the cost value of an optimal path found by the

algorithm, unless no feasible solution exists for the given network. The algorithm is

presented in Fig. 3.

The selection process of next branching node has two determination rules. The first rule

is determined by the QoS constraints in an attribute vector. The branching-status of a state

node is marked as ‘NO’, if any of QoS constraint is violated. After the first feasible path is

computed and the value of ‘Best_cost’ is set, the branching-status of any new state node

whose cost is greater than ‘Best_cost’ is also marked as ‘NO’. This is the second rule for

selecting a state node for branching. These two rules are shown at lines 16–20 in Fig. 3.

To illustrate our best-first BB algorithm, a numerical example is given in Fig. 2, where

each state node is associated with a node number and an attribute vector. In Fig. 2, the state

nodes are numbered based on their creating sequence. For example, after all state nodes at

level one are generated, two state nodes s1 and s2 are in the heap, where the state node s1 is

at the top of the heap since the cost of s1 is smaller than the cost of s2: As a result, the state

node s3 is generated earlier than s8 or s9: The same reason also applies to the generation of

state nodes s4; s5; and s6: That is, for any two state nodes si and sj with different father-

nodes, si is generated earlier than sj if i , j: For state nodes s6 and s2; since they have equal

cost values and two QoS constraints are also hold for both of them, we made s6 being

selected for branching before s2: Finally, for state node s5; although the path stored at it

reaches the destination node (node 5), this path is not valid since w0 . C0 and w1 . C1:

3.3. Time complexity

The time complexity of our BB algorithm presented in Fig. 3 is bounded by OðdhÞ

where h denotes the number of hops of the desired path and d represents the largest node-

degree in the network, since at the worst case the height of the state-space tree is at most h

and the number of the children of any state node is not greater than the largest node-

degree. For real networks, the node degree tends to be a small integer (Doar and Leslie,

1993). Based on our simulations given in Section 5, the optimal paths can be found in less

than 1 s for large-scale random networks with 200 nodes. Hence, the actual performance of

the BB algorithm is much better than what the time complexity indicates.
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4. The EBFA and MCOP problem

Based on the Constrained Bellman–Ford algorithm in Widyono (1994), an optimal

algorithm referred as the extended Bellman–Ford algorithm (EBFA) was proposed in

Fig. 3. The BB algorithm.
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Yuan and Liu (2001) for solving the MCP problem. The goal of EBFA is to find a feasible

path, which can satisfy k path constraints.

In this section, we present a new version of EBFA in Fig. 4 for solving the MCOP

problem. The main idea behind this new version of EBFA is to store all the feasible partial

paths in each node. For each link ðu; vÞ and a partial path p stored in node u; path p þ ðu; vÞ

can be stored in node v if the summations of k QoS parameters along this new path

satisfying their k path constraints respectively. Finally, a set of feasible paths is stored in

the destination. The one with minimum cost found in the set is the optimal path. The EBFA

is an exponential time algorithm, since the number of feasible partial paths stored in each

node may grow exponentially with respect to the number of nodes and edges in the

network.

5. Experimental results

In this section, we have several sets of experiments on the BB and EBFA algorithms for

solving the MCOP problem. The purpose of this study is to compare executing

performance between these two algorithms. All the experiments of this study are done

with the following experimental parameters: PIII 866 MHz CPU, 512 MB RAM, Linux

OS, and programs are developed by Cþþ .

Fig. 4. The extended Bellman–Ford algorithm.
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5.1. Random network generation

For the experiments conducted in this section, a procedure is needed for generating

random networks, which can be modeled by directed graphs. The procedure begins with

generating a random undirected graph based on the following equation:

Pð{u; v}Þ ¼ b exp
2dðu; vÞ

La
; ð3Þ

where Pð{u; v}Þ is the probability for creating a link between nodes u and v; and dðu; vÞ is

the distance of nodes u and v; and L is the maximum distance of any two nodes in the

graph, and a and b are two positive and less than one numbers (Waxman, 1988). However,

one problem with this model, it is that the number of degrees of each node is increased, as

the number of nodes is increased. However, in real network, the number of degrees of each

node tends to be a small value. Hence, a modified model reported in Doar and Leslie

(1993) is used to generate a random undirected graph with a small node degree. The

modification implemented is to scale Pð{u; v}Þ by a factor kg=n; where k is an empirical

parameter, g is the mean degree and n is the number of nodes in the graph. In this study, the

mean degree of nodes in the network is set to be around 6. After an undirected graph is

created, we transform it to be a directed graph by making each undirected edge to be two

directed-links pointing two different end-nodes.

5.2. Performance comparisons

Three network topologies: mesh, random, and ANSNET, are used in experiments for

comparing performance between the BB and EBFA algorithms. For a given network

topology, we can generate different network configurations by assigning any link j a set of

values for QoS parameters wj;i and cos tj; where 0 # wj;i # 100 and 0 # cos tj # 100: The

QoS constraints Ci are then set to a value such that at least one optimal path exists for each

network configuration tested in experiments. The ‘success rate’ is said to be 1 for these

networks.

(a) Mesh networks

In Table 1, a set of benchmarks for mesh networks with two QoS constraints is

simulated. The source and destination nodes are assumed to be two nodes located on two

end-points on the longest diagonal line of the mesh. Thus, the number of hops for any path

between these two nodes is at least 2 £ ðn 2 1Þ for a n £ n mesh. Let hopsmin represents

2 £ ðn 2 1Þ:

For each QoS parameter wj;i on any link j; its value is randomly selected from 0 to 100.

As a result, the average value of each QoS parameter on a link is 50. Hence, for the first

five rows in Table 1, the constraint Ci is then set based on the equation: hopsmin*50: For

last three rows in Table 1, the network QoS constraints are made tighter by setting a

constraint Ci on each link based on the equation: ðhopsmin*50Þ*80%: As for w0 and w1 in

the third column, they represent the summations of QoS requirements on the links along

the optimal path.

For a mesh topology with the same source and destination nodes, the running time in

Table 1 is an average running time based on 10 different network configurations.
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Obviously, executing performance of the BB algorithm is much more efficient than the

EBFA algorithm for all cases tested. When the mesh size is no more than 64 and

the number of hops of the optimal path between source and destination nodes is at least 14,

the BB algorithm can give outstanding performance. Hence, the executing performance of

our branch-and-bound algorithm is greatly affected by the number of hops of the optimal

path. Hence, our BB algorithm is an efficient method for networks where the number of

hops between two end-points is less than 15.

For the simulations listed in the last three rows in Table 1, the running time is decreased

for these two methods when the value of each Ci is decreased. This result is from the fact

that the number of feasible partial paths found in the searching space is decreased when the

value of QoS constraint is reduced.

In Table 2, a set of simulations on three QoS constraints is given. For the EBFA

algorithm, the running time is decreased as the number of QoS constraints is increased. For

example, applying EBFA algorithm to solve the 64-node mesh network based on the same

value on Ci; the running time is 1445.7 s in Table 1, but it is decreased to 766.2 s in Table

2. However, the phenomenon is not so apparent for the BB algorithm except for the 100-

node mesh.

Table 1

Performance comparisons between EBFA and BB algorithms for meshes with two QoS parameters

Nodes C0=C1 W0=W1 Optimal cost BB cpu time (s) EBFA cpu time (s)

36 500/500 457/453 377.7 0.01 0.33

49 600/600 529/532 373.9 0.03 12.01

64 700/700 609/649 455.0 1.48 1455.7

81 800/800 747/756 488.7 18.73 n/a

100 900/900 766/837 553.9 1511.7 n/a

64 560/560 526/535 549.5 0.29 8.26

81 640/640 619/621 677.2 10.31 137.41

100 720/720 684/688 720.8 950.62 n/a

The number of nodes in a mesh is n £ n; where 6 # n # 10; CPU executing time is marked as ‘n/a’ if it is over

1 h; Each running time is an average value of 10 different configurations; For any link j; 0 # wj;0 # 100;

0 # wj;1 # 100 and 0 # cos tj # 100:

Table 2

Performance comparisons between EBFA and BB algorithms for mesh networks with three QoS parameters

Nodes C0=C1=C2 w0=w1=w2 Optimal cost BB cpu time (s) EBFA cpu time (s)

36 500/500/500 436/439/436 386.9 0.01 0.27

49 600/600/600 573/561/542 468.2 0.10 8.91

64 700/700/700 621/645/623 492.9 3.33 766.2

81 800/800/800 745/709/731 533.2 33.5 n/a

100 900/900/900 785/768/798 582.3 562.9 n/a

The number of nodes in a mesh network is n £ n; where 6 # n # 10; CPU executing time is marked as ‘n/a’ if

it is over 1 h; Each CPU time is an average value of 10 different configurations; For any link j; 0 # wj;0 # 100;

0 # wj;1 # 100, 0 # wj;2 # 100 and 0 # cos tj # 100:
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(b) Random networks

Two random networks with 100 and 200 nodes respectively are tested in this set of

simulations. For each network, there are five configurations generated in Table 3. In

addition, for each configuration, 20 distinct pairs of source and destination nodes are

selected randomly for test. Hence, the running times shown in last two columns are the

aggregate values of 20 runs. As for the data of ‘mean-hops’ and ‘mean-degree’ listed in

Table 3, the ‘mean-hops’ represents the average number of hops for 20 optimal paths

computed for each configuration, while the ‘max-hops/min-hops’ represents the largest

and smallest numbers of hops of the optimal paths generated in the 20 runs. For two QoS

constraints C0 and C1; they are set to be 300 such that the ‘success rate’ is one for all runs.

The experimental data shows that the performance of our BB algorithm is much more

efficient than EBFA algorithm for large-scale networks. The outstanding performance of

branch-and-bound algorithm is due to the maximum number of hops of optimal paths is

not greater than 7 in Table 3.

Table 3

Performance comparisons between EBFA and BB algorithms for random networks with two QoS parameters

Nodes Config. Mean degree Mean hops BB cpu time (s) EBFA cpu time (s)

100 #1 5.72 3.45 0.38 748.3

#2 6.02 3.5 0.37 2331

#3 5.52 3.7 0.25 1273

#4 5.3 3.15 0.05 430.8

#5 5.42 3.5 0.14 267.9

200 #1 4.81 4.15 0.18 155

#2 6.32 3.65 0.35 n/a

#3 5.99 4.00 0.51 n/a

#4 5.3 4.25 0.29 1104

#5 5.52 3.6 0.39 1982

Random networks are generated with a ¼ 0:2; b ¼ 0:25; CPU executing time is marked as ‘n/a’ if it is over

1 h; each running time is an aggregate value of 20 runs, and each run has different source and destination;

C0 ¼ 300; and C1 ¼ 300; For any link j; 0 # wj;0 # 100; 0 # wj;1 # 100; and 0 # cos tj # 100:

Fig. 5. A network topology.
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(c) ANSNET

A network topology shown in Fig. 5 is modified from ANSNET (Comer, 1995), which

was studied in Chen and Nahrstedt (1998) and Korkmaz et al. (1999). With the same

simulation environment described in (b), a set of simulation results is shown in Table 4.

The experimental data shows again that on the average our BB algorithm is around 100

times faster than the EBFA method for this small-scale real network.

6. Conclusions

Two optimal algorithms, BB and EBFA, are presented for the MCOP problem in this

paper. In spite of the time complexity of BB algorithm is OðdhÞ at the worst case, the

simulation results show that it not only outperforms the EBFA method, but also is an

efficient method when it applies to random networks and practical networks like

ANSNET. From simulations carried out for the mesh networks, it is observed that the

executing performance of our BB algorithm is greatly affected by the number of hops of

the optimal path. Our BB algorithm is efficient only for networks where the number of

hops of the desired MCOP path is less than 15.
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