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ABSTRACT

The Cybersecurity Dynamics framework offers an approach to systematically understanding, characterizing, quantifying and managing cybersecurity from a holistic perspective. The framework looks into cyberspace through the dynamics lens because environments in cyberspace often evolve with time (e.g., software vulnerabilities, attack capabilities, defense capabilities, and cybersecurity states). The dynamics lens offers a unique viewpoint, which guides the modeling of the various situations which evolve with respect to cybersecurity. This type of evolution is driven by attackers, defenders, and users of related systems and is manifested by their attack/defense/use activities. Since its inception in 2014, there has been significant progress in characterizing and taming various kinds of cybersecurity dynamics. In this paper we discuss the landscape and way-of-thinking that guide the Cybersecurity Dynamics model, including two killer applications and the technical barriers that serve as outstanding open problems for future research.
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1 INTRODUCTION

Computer, information, and network security research has been driven by concepts like confidentiality, integrity, and availability for decades. These concepts are important, as manifested by, for example, the beautiful body of knowledge in modern cryptography, especially the notion of provable security using cryptographic primitives and protocols. However, these concepts are limited in the sense that they disregard the time dimension, which is critical for real-world cyber defenders. The time dimension is important because many things in cyberspace naturally evolve with time, including cyber threats, cyber defense postures and cybersecurity states. Moreover, the sooner an attack is detected or blocked, the less damage it is able to inflict. This suggests that properly treating the time dimension in cybersecurity is an important issue, which served as one motivation for the Cybersecurity Dynamics approach.

The Cybersecurity Dynamics approach is also motivated by a long-standing open problem: How can we quantify cybersecurity from a holistic perspective? The importance of quantifying cybersecurity can never be overestimated because solving this problem would automatically answer many risk-management and decision-making questions encountered by practitioners. For example, in order to make conscious investment decisions, a chief executive officer would need to know the estimated return of investing a certain amount of money to enhance the enterprise’s cyber defense posture (e.g., hiring more defenders or purchasing more defense tools). The estimated return does not have to, and perhaps should not, be a singular static value because of the various kinds of uncertainty that are involved; instead, it can be an estimated statistical distribution of potential return in risk mitigation or damage control. Similarly, a cyber defense decision-maker would need to choose the best action in order to achieve the desired mission assurance. This is a challenging task because these actions may cause different kinds of cascading effects on the network.

The Cybersecurity Dynamics approach is further motivated by the observation that there is no systematic body of cybersecurity knowledge in general; in other words, the cybersecurity knowledge has been fragmented into many sub-disciplines. For example, it would be important to know what is the network-wide or even cyberspace-wide security effect and consequence of a newly invented technique in the various subdomains of programming languages, software engineering or computer architecture. This highlights the importance of a unified framework for structuring and systematizing the body of cybersecurity knowledge. As an analogy, this unified body of knowledge should achieve a systematic and holistic structure akin to the one that has been achieved in medical science (at least to a large extent). When a new medicine is invented, it comes with a specification on when the medicine is useful and what the side-effects may be.

The Cybersecurity Dynamics approach is first explicitly articulated in 2014 [110, 111], but the endeavor started more than a decade earlier. Corresponding to the motivations mentioned above, this approach is centered at quantifying cybersecurity from a holistic perspective while explicitly accommodating the time dimension.
(e.g., the resulting quantification of cybersecurity attributes evolves with time), while aiming to provide an overarching framework for structuring and systematizing the cybersecurity knowledge (i.e., connecting the dots). The approach treats evolutions in cyberspace as “natural” phenomena, which emerge from interactions with attackers, defenders, and users as manifested by their attack/defense/use activities in cyberspace.

1.1 Our Contributions

In this paper, we systematically describe the Cybersecurity Dynamics way of thinking, which represents a paradigm shift from the time-independent treatment of cybersecurity to the time-dependent treatment of cybersecurity. In particular, we introduce a dynamics layer for quantifying cybersecurity and supporting various kinds of cybersecurity applications (e.g., cybersecurity risk management and cyber defense decision-making). Then, we describe the Cybersecurity Dynamics landscape corresponding to the Cybersecurity Dynamics way of thinking. We outline ranges of outstanding open problems for future research, indicating that the current understanding of Cybersecurity Dynamics is just the tip of a huge iceberg. We hope that the present paper will motivate or inspire many researchers to tackle these open problems.

1.2 Related Work

The Cybersecurity Dynamics approach is first articulated in [110] and later refined in [112]. The idea of looking at cybersecurity through the lens of emergent properties/behaviors is discussed in [111]. Taking a different perspective than [112], this paper describes the Cybersecurity Dynamics way of thinking and landscape. To the best of our knowledge, the Cybersecurity Dynamics approach offers the first framework aiming at building a foundation for systematically understanding and quantifying cybersecurity, the importance of which is underscored by the significant attention it has received in the literature [38, 50, 87, 88, 91].

As discussed in [111, 112], the first-principle or theoretical cybersecurity research under the umbrella of Cybersecurity Dynamics has been influenced by: (i) biological epidemiology [1, 2, 40, 48, 67], which is first adapted to cyberspace by Keplar and White [46, 47] and further extended to accommodate heterogeneous network structures via degree distributions [3, 71, 73, 80, 81] or adjacent matrices [29, 96, 100]; (ii) interacting particle systems [62], which study the collective behaviors and phenomena that emerge from interacting components; (iii) microfoundation in economics [42], which aims to bridge the gaps between macroeconomics and microeconomics. However, the Cybersecurity Dynamics approach goes far beyond these aspiring disciplines because cybersecurity encounters many issues that have no counterparts in those contexts, such as the unique technical barriers that will be discussed in Section 3.4.3. This can also be manifested by the dynamics layer of abstraction that is presented in the present paper.

1.3 Paper Outline

The rest of the paper is organized as follows. Section 2 describes the Cybersecurity Dynamics way of thinking. Section 3 unfolds the Cybersecurity Dynamics landscape. Section 4 concludes the present paper.

2 THE CYBERSECURITY DYNAMICS WAY OF THINKING

In this paper, we use the term networks broadly to accommodate real-world cyber-enabled networks, including enterprise Information Technology (IT) infrastructures, cyber-physical systems, cloud end-to-end computing systems, and military tactical networks (e.g., mobile ad hoc networks or MANETs). Two common features of these networks are: (i) their functions can be affected by cyber attacks, which may be waged remotely from one part to another part of a network; and (ii) there are always some humans in the loop, including attackers, defenders and users. Therefore, we will use the term networks and cyber-physical-human systems interchangeably. Similarly, we use the terms cybersecurity and security interchangeably, which are used in a broader sense than the traditional notions of confidentiality, integrity and availability.

2.1 Inspirations for Seeking a New Way of Thinking at a Higher Level of Abstraction

The success of a discipline, especially the creation of a systematic body of knowledge, is often driven by the pursuit of some fundamental concept. For example, the discipline of Cryptography, which itself is a sub-field of cybersecurity, can be seen as built on top of, or centered at, the concept of indistinguishability. In the very first context of cryptography, namely encryption, this means that if an attacker cannot distinguish ciphertexts from random bitstrings, an encryption scheme “hides” the plaintext messages well because the attacker cannot learn anything useful about the plaintext messages from the ciphertexts, where anything can be formulated in the Information Theory framework [90] and the Computational Complexity Theory framework [31]. The explosive development of modern Cryptography in the past decades is ostensibly centered at this concept (e.g., the beautiful notion of zero-knowledge [32] and the numerous ideas that are built on top of it). This highlights the importance of seeking fundamental concept(s) to deepen our understanding of cybersecurity. Moreover, there are already some fundamental concepts for computer, information, and network security, especially confidentiality, integrity, and availability, which have driven the security research and practice in the past decades. However, these concepts have their limitations: availability often contextualizes data, systems or services, but confidentiality and integrity are often only concerned with data.

The existing body of cybersecurity knowledge and the accompanying techniques, such as those mentioned above, are mostly geared towards building-blocks, which are absolutely important and actually pave the way for any further developments. We argue [110–112] that for cybersecurity, understanding its systems-oriented or holistic properties is as important as understanding the underlying building-blocks. Holistic cybersecurity considers a much broader context and could enrich the investigation of building-blocks. For example, cyber defenders should be able to know the current situation (i.e., situational awareness) and correspondingly adjust their defense postures. As a more concrete example, suppose the integrity of a data item is compromised at time $t_1$ and the compromise is detected at time $t_2$ where $t_1 < t_2$; then, the defender needs to recover the compromised data item, specifically from the time before
the compromise at $t_1$. Since the integrity of the data item is compromised during the time interval $[t_1, t_2]$, its damage needs to be assessed from a system-wide standpoint. The potential damage may be large enough to warrant an investment to investigate better techniques to effectively mitigate the damage. This hints the importance of considering the time dimension explicitly.

2.2 The Cybersecurity Dynamics Way of Thinking

The preceding discussion suggests the importance of explicitly considering the time dimension, or the shift from a time-independent paradigm to a time-dependent paradigm. Figure 1 highlights the Cybersecurity Dynamics way of thinking in multiple levels of abstractions, which are collectively called the dynamics layer. Below the dynamics layer is the real-world cyber-physical-human systems or networks, which include (as mentioned above) traditional enterprise IT infrastructure, cloud-end-end computing systems, and tactical networks as well as their security architectures and mechanisms. Above the dynamics layer is the application layer, which includes various kinds of applications such as quantitative decision-making, quantitative Command-and-Control (C2), and quantitative risk management. These levels of abstractions are elaborated below and the applications will be elaborated later.

![Figure 1: The Cybersecurity Dynamics way of thinking, where the knowledge-level abstractions and the data-level abstraction interact with each other.](image-url)

2.2.1 What Are the Phenomena to Model? The dynamics layer has multiple levels of abstractions. The lowest level of abstraction corresponds to the identification of dynamics phenomena, namely security-related evolutions in networks (or cyber-physical-human systems). Evolutions can be defined with respect to cybersecurity attributes of interest. For example, corresponding to adaptations in employing defense mechanisms over the time horizon, we can define defense dynamics; corresponding to adaptations in employing attack mechanisms over the time horizon, we can define attack dynamics; corresponding to the evolution of defenders, we can define defender dynamics because defenders may have different defense skills and may have different human factors; corresponding to the evolution of attackers, we can similarly define attacker dynamics; corresponding to the evolution of users (e.g., employees joining and leaving), we can define user dynamics; corresponding to the evolution of the network-wide (or global) cybersecurity state, we can define various kinds of attack-defense dynamics; corresponding to the human-system interactions, we can define human-system dynamics. These examples highlight that security-related dynamics are a universal phenomenon, while noting that some dynamics can be directly observed (e.g., defender dynamics) but others may not (e.g., attacker dynamics).

2.2.2 What Is the Metrics-level Abstraction? The metrics-level abstraction deals with defining the metrics that should be measured. In principle, these metrics are needed for describing the evolution phenomena, for understanding the dynamics, and for serving the needs of the higher-level abstractions. Using the weather as an analogy, these metrics would correspond to those that measure physical phenomena (e.g., temperature), those that model dynamic processes (e.g., a hurricane’s eye), and those that attempt to infer the laws that govern such processes (e.g., air pressure dynamics).

From the measurement perspective, some metrics may be measured directly based on observations of the dynamics. For example, let us consider the following simple but important metric: which or how many computers in a network of $n$ computers are compromised at a particular point in time $t$? In principle, this metric can be measured by the defender. However, this metric may not be feasible to measure in practice because the measurement can incur false-positives and/or false-negatives, and because $n$ can be very large (i.e., infeasible to have enough experts to thoroughly examine the security states of these $n$ computers, even if the experts are error-free). Nevertheless, this metric is important because it (i) reflects knowing yourself in cybersecurity situational awareness, (ii) tells the defender whether the employed defense mechanism is effective or not, and (iii) offers a foundation for evaluating the effectiveness of higher-level defense mechanisms. One such mechanism is a Byzantine fault-tolerant application or service, which can only assure security when the number of compromised replicas are below a certain threshold, meaning that when this threshold assumption is violated, the security assurance is lost. Contributing to the difficulty of this problem is the need to measure this metric for any time $t$, rather than for a particular $t$. This need is both natural and important because the cybersecurity situation, as reflected by this metric, is evolving with time. Moreover, there are many metrics that may not be directly measurable, such as the metrics that describe attacker capabilities because the defender may not know exactly what exploits are available to the attacker. These matters highlight the inherent uncertainty in the metrics measurements.

2.2.3 What Is the Data-level Abstraction? The data-level abstraction deals with the various data that need to be collected from the cyber-physical-human systems in the real world to measure the...
cybersecurity metrics defined at the metrics-level of abstraction. For example, in order to measure the attack capability metric, the defender would need to know the number and kind of attacks that are waged against the network at any point in time $t$. This would allow the defender to build models to predict or forecast the attacks that may be waged against the network in the near future, in a fashion similar to weather forecasting. As another example, when the defender is able to accurately observe the cybersecurity state of each computer in a network (i.e., full information), the data may be leveraged to build models to predict the evolution of the cybersecurity states of those computers, which would enable predictive cybersecurity situational awareness. When the defender is able to accurately observe the cybersecurity state of some, but not all, of the computers in a network (i.e., partial information), the data may be leveraged to build models to infer the cybersecurity states of the other computers that are not directly observed. In order to achieve the tasks mentioned above, this level of abstraction would need to deal with the extraction of patterns exhibited by observed data (e.g., evolution of attack tactics).

The data-level abstraction also deals with the assumptions that are made by higher-level cybersecurity models or theories. In order to validate or invalidate such assumptions, we need to specify the kinds of data that must be collected. When the collection of such data is impossible or infeasible in the real world, this level of abstraction would need to deal with the design of experiments to generate and collect the desired data. The importance of cybersecurity experimentation has not been widely recognized.

The data-level abstraction further deals with the evolution of application- or mission-specific data items. This leads to the notion of mission-data dynamics, which describes the evolution of data items that are needed by, or relevant to, the mission in question. The dynamics allows to quantify, among other things, the dynamic or time-dependent trustworthiness of the data items because their trustworthiness evolves with time (e.g., owing to successful attacks during a period of time). This naturally bridges the semantic gaps between the applications of Cybersecurity Dynamics in risk quantification and decision-making (e.g., assessing the damage caused by successful attacks, or quantifying the confidence or uncertainty of a decision) and the underlying building-blocks.

2.2.4 What Is the Knowledge-level Abstraction? The knowledge-level of abstraction deals with the existence of laws that govern the evolution of the various kinds of dynamics and the identification of them when they indeed exist. At a conceptual level, laws are sought with respect to a class of random variables, stochastic processes, or dynamical systems. For example, a law may be derived from a Cybersecurity Dynamics model with respect to its component variables, which may follow certain statistical distributions, meaning that the law is applicable regardless of the specific instances of these random variables; a law may be derived from a Cybersecurity Dynamics model with respect to the properties of the parameters as long as they have certain properties (e.g., time-independent vs. time-dependent but with a certain property), meaning that the law is applicable regardless of the specific values of the model parameters as long as these properties are satisfied.

It is important to recognize the difference between the laws that are obtained at the knowledge-level abstraction and the patterns that are extracted at the data-level abstraction: The former are data-independent (or data-agnostic) and therefore more broadly applicable than the latter, which are data-specific. This is so because data-level abstractions are typically driven by specific observations of a certain kind of cybersecurity dynamics, which may be seen as instances of random variables, stochastic processes, or dynamical systems. This means that whatever patterns that may be extracted from, or whatever predictions that may be made for, a particular dataset are only applicable to that dataset. That is, the patterns may not be generalized to other instances of the random variable, stochastic process or dynamical systems.

3 THE CYBERSECURITY DYNAMICS LANDSCAPE

The Cybersecurity Dynamics way of thinking described above will lead to a systematic body of knowledge corresponding to the four levels of abstractions at the Dynamics Layer. In what follows we discuss the landscape with respect to the aforementioned way of thinking through the lens of what and how to model.

3.1 Coping with Dynamics Phenomena

As mentioned above, the dynamics concept is equally applicable to any cyber-physical-human system, including traditional enterprise IT infrastructures, cloud/edge/end computing systems, cyber physical systems, and cyber-physical-human systems. In order to model such dynamics, the time dimension must be adequately accommodated. In what follows we discuss how to achieve this with respect to networks, users, attacks, defenses, and cybersecurity states.

3.1.1 Coping with Network Dynamics. Networks evolve over time for many reasons, such as: (i) new computers may connect to, or be removed from, an enterprise network at any point in time; (ii) new devices may be added to, or removed from, a tactical network; (iii) employees’ personal devices may be allowed to connect to an enterprise network in the wake of work-from-home policy in response to the COVID-19 pandemic; (iv) networking topology may evolve with time; and (v) the security policy enforced by a network may evolve with time. All these evolving networks can be modeled as time-dependent graphs $G(t) = (V(t), E(t))$, where $V(t)$ is the node or vertex set at time $t$ and $E(t)$ is the edge set at time $t$.

One important issue is what $V(t)$ and $E(t)$ represent in the model, in order to robustly construct the elements of $G(t)$ from a cybersecurity standpoint. This of course depends on several factors, such as the cybersecurity problem that is under study, which would mandate an appropriate granularity. At a coarse granularity, each node (vertex) $v \in V(t)$ may represent a sub-network (e.g., treating a Department network as a node) and the edges in $E(t)$ may represent the communications between these sub-networks. At a finer granularity, each node (vertex) $v \in V(t)$ may represent a computer or device. In this case, one edge may represent the wired or wireless link between two nodes (i.e., modeling the physical network), but there are other (perhaps more interesting) relationships that can be accommodated (as what will be discussed later). At an even finer granularity, each node (vertex) $v \in V(t)$ may represent a software component of interest (e.g., software application, operating system), an edge between two software components running on a computer may represent the caller-callee relation between them,
and an edge between two software components running on different computers may represent the communication relation between them (e.g., a browser communicates with a webserver) [8, 9]. With finer granularity, lower-level (i.e., more specific) information can be incorporated into $G(t)$. For example, privilege escalation can be accommodated at the preceding “finer” granularity, but cannot be described at the “coarse” granularity.

We hope to stress that even though it is tempting to use $G(t) = (V(t), E(t))$ to model dynamic physical networks, it is more important to use $G(t) = (V(t), E(t))$ to model what may be called attack-defense structures, where $(u, v) \in E(t)$ means that $u$ can wage direct attacks against $v$ (i.e., $u$ is not prohibited by the network security policy from communicating with $v$). This means that $(u, v) \in E(t)$ often corresponds to a communication path, rather than a wired or wireless link in a physical network. Enforcing a security policy to restrict node connectivity (i.e., which nodes can communicate with which other nodes) is an important preventive defense mechanism [8, 9, 115, 129]. Intuitively, this policy corresponds to what has been widely employed in the real world: There are many physical facilities in the real world that cannot be accessed without being explicitly authorized in advance (e.g., airports).

At an appropriate granularity, each node $v \in V(t)$ may have some vulnerability at time $t$. It is important to model the evolution of vulnerabilities. For example, a vulnerability is discovered at time $t_1$ and patched at time $t_2$, which indicates when the attacker can and cannot exploit the vulnerability. It is equally important to model the evolution of $v$’s susceptibility to attacks at different times, which may be caused by one or more weakness from the cyber domain (e.g., vulnerabilities in $v$’s software), the physical domain (e.g., the susceptibility of $v$ to being unplugged), or the human domain (e.g., the susceptibility of the user of $v$ to being socially engineered). Moreover, a node $v \in V(t)$ often employs some defense mechanisms, such as anti-malware tool or host-based intrusion prevention or detection. These aspects can be readily described by associating parameters to the nodes. Furthermore, the defender often employs some network-based defense mechanisms (e.g., network-based intrusion prevention or detection). This can be readily described by associating parameters or “weights” to the edges. Putting all these together, we can naturally extend the time-dependent attack-defense structure $G(t) = (V(t), E(t))$ to $G(t) = (V(t), E(t), W_v(t), W_E(t))$, where $W_v(t)$ and $W_E(t)$ respectively describe the cybersecurity properties associated to the nodes and edges.

3.1.2 Coping with User Dynamics. Users evolve over time because a new employee may be hired at time $t_1$ and an employee may leave at time $t_2$. We may use $U(t)$ to denote the set of users at time $t$ with respect to a network of interest. This is important because for a user $u \in U(t_1), U(t_2)$, $u$’s susceptibility to social engineering cyber attacks at time $t_2$ can be different from its counterpart at time $t_1$. Modeling these susceptibility dynamics is important in order to characterize the evolution in terms of a user’s awareness of, and skills in countering, these attacks [86].

In order to model the susceptibility of node $v \in V(t)$ to cyber attacks that may be incurred by its user’s vulnerability to social engineering cyber attacks, it is important to model which users have an impact on which computers. For this purpose, we can map the users in $U(t)$ to the nodes in $V(t)$ to describe which user is authorized to use which computer. This mapping can be represented by a bipartite graph $G_{usage}(t) = (U(t), E_{usage}(t))$, where $E_{usage}(t) \subseteq U(t) \times V(t)$ represents which user in $U(t)$ is authorized to use which computer in $V(t)$.

3.1.3 Coping with Attack Dynamics. Cyber attacks evolve with time. The evolution of cyber attacks can be modeled from the following perspectives. First, cyber attacks are waged by evolving sets of attackers that may have different sets of attack skills and may exhibit different human factors (e.g., cognitive capabilities). We can use $A_1(t)$ to describe the set of attackers that conduct attacks at time $t$. Second, attackers also use evolving sets of exploits because new exploits may emerge and old exploits may become obsolete. We can denote by $A_2(t)$ the set of exploits that are available to the attackers at time $t$. Third, attackers may use evolving sets of strategies, such as the Cyber Kill Chain [43] or the Att&CK model [93], to guide their attacks. We can denote by $A_3(t)$ the set of strategies that are available to the attackers at time $t$. Fourth, attackers may use evolving sets of tactics, such as leveraging malicious websites vs. malicious emails. We can use $A_4(t)$ to denote the set of attack tactics that are available to the attackers at time $t$. Fifth, attackers may use evolving sets of orientation algorithms in their Observe-Orient-Decide-Act (OODA) loops [5]. We can use $A_5(t)$ to describe the set of orientation algorithms that are available to the attackers at time $t$. Sixth, attackers may use evolving sets of decision-making algorithms in their OODA loops (e.g., for minimizing the probability that the ongoing attacks are detected by the defenders). We can use $A_6(t)$ to denote the set of decision-making algorithms that are available to the attackers at time $t$.

The preceding distinctions between each $A_i(t)$ pave a way for modeling the discrepancies imposed by different combinations of them. For example, the distinction between $A_1(t)$ and $A_2(t)$ paves a way for modeling the human-tool cooperation because different attackers teamed with the same attack tool may lead to different outcomes or effectiveness; similarly, different attack tools teamed with the same attacker may lead to different outcomes or effectiveness. In summary, attacks at time $t$ can be described by $A(t) = (A_1(t), \ldots, A_6(t))$.

3.1.4 Coping with Defense Dynamics. Cyber defenses evolve with time. The evolution of cyber defenses can be modelled from the following perspectives. First, cyber defenses are conducted by evolving sets of defenders that may have different set of defense skills because new defenders may be hired and some defenders may leave. We can use $D_1(t)$ to describe the set of defenders that conduct cyber defense at time $t$. Second, defenders may use evolving sets of defense tools (e.g., using new tools or updating the attack signatures or detection models of certain tools). We can use $D_2(t)$ to describe the set of defense tools that are employed at time $t$. Third, defenders may use evolving sets of strategies, such as NIST’s Cybersecurity Framework [78] to guide their defenses. We can use $D_3(t)$ to describe the set of defense strategies that are employed at time $t$. Fourth, defenders may use evolving sets of tactics, such as leveraging preventive defense (e.g., enforcing access controls), leveraging reactive defense (e.g., employing attack detectors), leveraging adaptive defense (e.g., dynamically adjusting defense configurations or postures), leveraging proactive defense (e.g., employing moving
target defense even if attacks are not detected), leveraging active defense (e.g., employing autonomous agents to fight against attackers’ autonomous agents), and leveraging deception (e.g., employing honeypot-like defense instruments). We can use $D_2(t)$ to denote the set of defense tactics that are available to the attackers at time $t$. Fifth, defenders may use evolving sets of orientation algorithms in their OODA loops [5]. We can use $D_5(t)$ to describe the set of orientation algorithms employed by the defenders at time $t$. Sixth, defenders may use evolving sets of decision-making algorithm in their OODA loops (e.g., minimizing the cost incurred by the dynamic orchestration of cyber defense). We can use $D_6(t)$ to denote the set of decision-making algorithms that are employed by the defenders at time $t$.

The preceding distinctions between each $D_i(t)$ pave a way for modeling the discrepancies imposed by different combinations of them. For example, the distinction between $D_1(t)$ and $D_2(t)$ paves a way for modeling the human-tool cooperation because different defenders teamed with the same defense tool may lead to different outcomes or effectiveness; similarly, different defense tools teamed with the same defender may lead to different outcomes or effectiveness. In summary, defenses at time $t$ can be described by $D(t) = (D_1(t), \ldots, D_6(t))$.

3.1.5 Coping with Cybersecurity State Dynamics. Intuitively, the cybersecurity state at a specific point in time reflect the particular situation. Moreover, cybersecurity states evolve over time because of the dynamic attack-defense interactions in networks [110–112]. Cybersecurity states can be defined based on the network dynamics, especially the cybersecurity states of nodes $V(t)$ in the attack-defense structure $G(t) = (V(t), E(t))$. Since network dynamics can be defined at multiple granularities, cybersecurity states can be defined correspondingly. At the granularity where each node $v \in V(t)$ represents a computer, the cybersecurity state of $v$ at time $t$ can be secure (i.e., $v$ is neither exposed to the attacker nor compromised by the attacker), exposed (i.e., $v$ is known to the attacker), or compromised (i.e., $v$ is under the control of the attacker). The same can be defined when $v$ represents a software component, such as the aforementioned distinction between application vs. operating system, where a computer is modeled as multiple nodes in $G(t)$. This effectively leads to the notion of multilayer networks, where an application is compromised does not necessarily mean the underlying operating system is compromised.

Cybersecurity states can also be defined based on user dynamics $U(t)$, attack dynamics $A(t)$ and defense dynamics $D(t)$. For example, the cybersecurity state corresponding to $U(t)$ can be defined to measure the users’ susceptibility to social engineering attacks and insider threats at time $t$. The cybersecurity state corresponding to $A(t)$ can be defined to measure the attack capabilities or threats at time $t$ (e.g., competence of attack strategies). The cybersecurity state corresponding to $D(t)$ can be defined to measure the defense capabilities at time $t$ (e.g., competence of defense tactics).

3.2 Coping with the Metrics-Level Abstraction

The importance of cybersecurity metrics cannot be overstated [16, 74, 75, 82, 85, 89, 92]. This level of abstraction may include multiple sub-levels of abstractions.

3.2.1 The Goal. The ultimate goal at this level of abstraction is to build a systematic theory of cybersecurity metrics, broadly defined to include resilience metrics and agility metrics [15]. At a high level, achieving this ultimate goal requires accomplishing a range of tasks related to the various needs at the dynamics layer and the application layer as illustrated in Figure 1. We advocate distinguishing atomic metrics from composite metrics. An atomic metric is one that can be directly measured from a supporting dataset. A composite metric is one that may not be directly measured, because it is infeasible or too costly to do so, but instead can be derived from computational procedures that take some atomic metrics as the input. In this paper, a computational procedure can be a mathematical function, algorithm, statistical method, or machine learning model.

In order to describe and characterize the network dynamics, namely the evolution of $G(t) = (V(t), E(t))$ with time $t$, one needs to determine the granularity because it determines what $v \in V(t)$ represents. Owing to the complexity of the cybersecurity problem, multiple granularities might need to be considered, such as subnetwork vs. computer vs. software component as mentioned above. Correspondingly, $e \in E(t)$ has different meanings at different granularities. In principle, metrics need to be defined to describe the properties of $v \in V(t)$ and $e \in E(t)$. When the granularity is that each $v \in V(t)$ represents a computer, metrics can be defined to describe (i) $v$’s vulnerabilities to attacks and (ii) $v$’s defense capabilities. The preceding (i) may be defined as a composite metric that can be derived from the following two atomic metrics: one describes the vulnerability of the software stack running on $v$ and the other describes its user’s vulnerability to social engineering cyber attacks or insider threat. The preceding (ii) may reflect the host-based defense employed on $v$. Correspondingly, metrics can also be defined to be associated with $e \in E(t)$ and possibly reflect the network-based and/or host-based defense capabilities.

In order to describe and characterize the user dynamics $U(t)$ over time, one needs to define metrics to measure the users’ vulnerabilities to social engineering attacks and insider threats (i.e., how likely a user is an insider attacker). At any point in time, one metric may be defined to describe the likelihood or probability that $u \in U(t)$ is vulnerable to social engineering cyber attacks, and another metric may be defined to describe the likelihood or probability that $u \in U(t)$ is an insider. These metrics would be composite metrics. Recently, a cybersecurity cognitive psychology framework [86] has been proposed to investigate how the former metric may be derived from factors reflecting a user’s cognitive factors. On the other hand, the latter metric may be derived from factors reflecting a user’s behavior.

In order to describe and characterize the attack dynamics $A(t) = (A_1(t), \ldots, A_6(t))$ over time, we can define metrics to measure the following: (i) the attackers’ cognitive or psychological capabilities, which reflect their susceptibility or likelihood to fall trap into the defender’s deception schemes; (ii) the set and/or capabilities of the exploits that are available to the attackers; (iii) the competency of the attack strategies that are available to the attackers; (iv) the competency of the attack tactics that are available to the attackers; (v) the competency of the orientation algorithms that are available to the attackers; (vi) the competency of the decision-making algorithms that are available to the attackers.
In order to describe and characterize the defense dynamics $D(t) = (D_1(t), \ldots, D_k(t))$ over time $t$, we can define metrics to measure the following: (i) the defenders’ cognitive or psychological capabilities, which reflect their susceptibility or likelihood to fall into the trap of the attackers’ deception schemes; (ii) the set and/or capabilities of the defense tools that are available to the defender; (iii) the competency of the defense strategies that are available to the defender; (iv) the competency of the defense tactics that are available to the defender; (v) the competency of the orientation algorithms that are available to the defender; (vi) the competency of the decision-making algorithms that are available to the defender.

In order to describe and characterize the cybersecurity state dynamics, namely the evolution of the cybersecurity state of a network over time, we can measure the state of $v \in V(t)$. At any point in time $t$, $v$ may be in one, and only one, of multiple possible states of interest, such as the aforementioned secure vs. exposed vs. compromised state. Alternatively, the cybersecurity state of a node $v$ can be approximated by the probability that the node is in a specific state at time $t$. It may be tempting to treat the cybersecurity state metrics as atomic metrics because in principle, these states can be directly measured by examining each node at any time $t$. However, this measurement procedure is not feasible because we often deal with large networks, which cannot be exhaustively measured with sufficient precision. This explains why it is important to treat them as composite metrics. This can be achieved by deriving them as the outcome of attack-defense interactions on $G(t)$. This view makes it possible to identify some of the laws that govern the evolution of the cybersecurity state.

### 3.3.2 The State-of-the-Art.

In principle, the evolution of $G(t) = (V(t), E(t))$ can be described as a stochastic process. This turns out to be a difficult task, explaining why most existing studies make simplifying assumptions, such as assuming time-independent $G(t) = (V(t), E(t))$, namely $G = (V, E)$ regardless of $t$, or assuming time-independent $V(t)$ and special kinds of (rather than arbitrarily) time-dependent $V(t)$, namely $G(t) = (V, E(t))$. There are some recent progresses on cybersecurity metrics $[8, 9, 13–15, 41, 68, 76, 82, 85, 97, 98, 127]$. A number of metrics have been defined to measure the properties associated to $v \in V(t)$ and $e \in E(t)$ in the network dynamics, the properties associated to $u \in U(t)$ in the user dynamics, the properties of the attackers in the context of the attack dynamics, the properties of the defenders in the context of the defense dynamics, and the cybersecurity state. However, much research remains to be done because it is still unknown what metrics are necessary and sufficient in order to achieve quantitative cyber risk management and cyber defense decision-making $[82]$.

### 3.3.3 Future Research Directions.

The most outstanding open problem is to define a suite of cybersecurity metrics that are both necessary and sufficient to achieve quantitative cyber risk management and cyber defense decision-making. We anticipate that achieving this ultimate goal will take the effort of the entire community for many years to come. We believe that significant progress can be made in the following aspects. One aspect is to define a spectrum of metrics to serve the needs of the data-level abstraction, the knowledge-level abstraction, and the application layer. For example, it is important to define metrics to measure attack capabilities of exploits and defense capabilities of defense tools, not only from a building-block point of view (i.e., considering them in an isolated network or computer) but also from a whole-system point of view (i.e., considering them in an open network). Moreover, the measurement of these metrics needs to be systematically investigated. It is also important to identify the criteria that can be used to distinguish the good metrics and the poor ones.

### 3.3 Coping with the Data-Level Abstraction

We cannot measure cybersecurity metrics without data and we cannot validate/invalidate assumptions without data. At the data-level abstraction, we can build models to describe the evolution of the cybersecurity phenomena exhibited by the data. This level of abstraction may include multiple sub-levels of abstractions.

#### 3.3.1 The Goal

The ultimate goal at this level of abstraction is to build a systematic theory of cybersecurity data science. At a high level, achieving this ultimate goal would require accomplishing a range of tasks, including the following. The first task is to investigate, in order to measure the metrics that are defined at the metrics-level abstraction, what kinds of data need to be collected and how to collect that data. In the case that some kinds of data may be hard or costly to collect, this level of abstraction should give feedback to the metrics-level of abstraction to suggest the definition and use of alternate metrics that can be easily collected.

The second task is to investigate, in order to validate/invalidate the assumptions that are made at higher levels of abstractions (i.e., the knowledge-level abstraction and the application layer), what kinds of data need to be collected. When some of the assumptions made by the higher levels of abstractions are hard or costly to validate/invalidate, the present level of abstraction needs to suggest alternate assumptions to the higher level ones. This task may also include the design of cyber attack-defense experiments. The third task is to extract data-driven patterns and forecast/predict their evolution. The data-driven patterns often lead to insights that can not only deepen our understanding but also serve as hints for refining the metrics-level and knowledge-level abstractions as well as the application-layer models.

#### 3.3.2 The State-of-the-Art

There is some recent progress at the data-level of abstraction. Towards measuring fine-grained attack-defense structure $G(t)$, $[8, 9]$ have investigated the finer granularity that $v \in V(t)$ represents a software component (e.g., application, library, or operating system). Towards measuring the residual vulnerability of software programs, there have been studies on the capabilities and limitations of software vulnerability detectors, including similarity-based detectors $[49, 59]$ and pattern-based detectors $[33, 58, 60, 61, 72, 120, 121, 130]$. Towards measuring attack capabilities, there have been studies on measuring the capabilities of malicious attacks against malicious website detectors (see, e.g., $[102, 103]$) and more recently on measuring the capabilities of malware detector against intelligent adversarial examples $[6, 11, 54, 55, 99, 119]$. Towards measuring defense capabilities, existing measurement methods often depend on the availability of ground truth data, which may not be available in the real world. There have been studies on alleviating this assumption $[7, 24, 45]$. Towards extracting data-driven patterns and forecasting
cyber threats at aggregate levels, there has been significant progress [12, 25, 83, 84, 105, 106, 124–126].

3.3.3 Future Research Directions. There are many outstanding open problems at the data level of abstraction, especially identifying the appropriate kinds of data to connect the desired metrics and the real-world networks (including their cybersecurity architectures and mechanisms). In what follows we discuss some of them.

The first outstanding open problem is to systematically characterize what kinds of data are necessary and sufficient for cyber defense purposes, including quantitative cyber risk management and decision-making. For example, in order to measure the capabilities of preventive defense tools or mechanisms, we might need to consider the kinds of exploits or attacks that may be prevented by those preventive defense tools or mechanisms (e.g., the trustworthiness of digital signatures [10, 18, 20, 22, 34, 37, 39, 44, 66, 79, 101, 113, 118], the trustworthiness of cryptographic services [19, 21, 23, 108], and the trustworthiness of security services [4, 27, 28]). In order to measure the capabilities of reactive defense tools or mechanisms, we might need to consider their detection capabilities [7, 24, 69, 70].

The second outstanding open problem is to cope with the lack of data incurred by the fact that data (can be collected but) cannot be shared to the research community for privacy and/or policy reasons. Although there have been efforts at sharing data (e.g., the DHS-sponsored IMPACT project), much greater efforts need to be made. In particular, we need to characterize how the available data can be pieced together to formulate a more holistic view of the dynamic situation and what gaps need to be bridged.

The third outstanding open problem is to characterize what can and cannot be predicted, to what extent, and at what level of certainty. One challenge is to deal with the inherent data sparsity that can be encountered at the data-level of abstraction. This happens when dealing with infrequent events which incur large damages. One concrete example is enterprise-level data breach incidents, which only happen to an enterprise once or twice over the span of many years. A significant progress in this direction is very recently made in [26]. Another example is to understand the extent to which the emergence of new or 0-day vulnerabilities might be predictable.

3.4 Coping with the Knowledge-Level Abstraction

This level of abstraction goes beyond the data-level abstraction. This can be seen from the following simple example: The data collected in the real world can be seen as a particular instance of a random variable or stochastic process, meaning that the patterns extracted from a particular dataset may not be generalized to the other instances of the same random variable or stochastic process. This is because it is often impossible to collect data corresponding to multiple instances of the same random variable or stochastic process, which is a reality in sharp contrast to what is taught in statistics textbooks. On the other hand, the knowledge-level abstraction aims to create a body of knowledge that is, in this example, applicable to the random variable or stochastic process in question as along as they possess some properties (i.e., a certain distribution associated to the random variable). This level of abstraction may include multiple sub-levels of abstractions.

3.4.1 The Goal. The ultimate goal at this level of abstraction is to build a systematic (and unified) theory of first-principle or theoretical cybersecurity science. The notion of first-principle in the context means “making as-weak-as-possible assumptions, building as-simple-as-possible models with cybersecurity meanings, and using as-few-as-possible parameters” [112]. This level of abstraction aims to discover the knowledge that cannot be directly extracted from cybersecurity data, but has to be inferred or reasoned by considering the attack-defense-user interactions as a whole. A kind of knowledge of particular interest is the laws that govern the evolution of the network dynamics, the user dynamics, the attack dynamics, the defense dynamics, and the cybersecurity state dynamics. A systematic cybersecurity dynamics model would need to accommodate: (i) the network dynamics $G(t)$ and the accompanying metrics that can serve as model parameters; (ii) the user dynamics $U(t)$ and the accompanying metrics that can serve as model parameters; (iii) the attack dynamics $A(t) = (A_1(t), \ldots, A_N(t))$ and the accompanying metrics that can serve as model parameters; (iv) the defense dynamics $D(t) = (D_1(t), \ldots, D_N(t))$ and the accompanying metrics that can serve as model parameters; and (v) the cybersecurity state dynamics $S(t)$. In principle, the evolution of $S(t)$ is driven by the interactions between attacks $A(t)$ and $D(t)$ on network $G(t)$ with humans $U(t)$ in the loop. A particular kind of interactions can be represented as a mathematical function, denoted by $f$, namely

$$S(t) = f(G(t), U(t), A(t), D(t)).$$

Different kinds of attacker-defender-user interactions lead to different kinds of $f$. Identifying the appropriate $f$ and characterizing its implication are two of the research tasks at this level of abstraction.

3.4.2 State-of-the-Art. Several families (or classes) of first-principle cybersecurity dynamics models have been investigated. The first family is known as preventive and reactive cybersecurity dynamics [8, 9, 30, 57, 64, 104, 107, 115, 117, 122, 123, 129]. These models accommodate two kinds of defenses: preventive defenses, which include both host- and network-based preventive defenses (e.g., enforcing various kinds of access control policies), and reactive defenses, which include both host- and network-based reactive defenses (e.g., anti-malware tools that aim to detect compromised computers and clean them up). Two kinds of attacks have been investigated in this context: push-based ones, which model attacks such as malware spreading, and pull-based ones, which model attacks such as drive-by downloads.

This is, relatively speaking, the most understood family of cybersecurity dynamics models since its introduction in [56]. It took 10 years for researchers to attain a complete characterization the dynamics [129], by rigorously proving the global stability of this dynamics in the entire parameter universe. This means that the dynamics always converges to a unique equilibrium regardless of the initial state or when the defender starts to observe/monitor the dynamics. A more recent result [63] shows that this global convergence property holds for a more general family of dynamics that accommodates [56] and another dynamics [77, 96] as special cases. An even more recent result is a characterization of the (so far) weakest condition under which this dynamics is globally attractive to a trajectory (rather than an equilibrium) [36].
It is worth mentioning that the theoretical studies mentioned above have important applications. One application is to guide the design of practical statistical methods for estimating the network-wide cybersecurity equilibrium state without knowing the values of the model parameters [115, 129]. Another application is the identification of the following fundamental limitation of preventive and reactive cyber defenses: the attack effect is amplified by the network $G(t)$ but the defense effect is not. This suggests that in order to effectively defend against the attacks, we need to reduce the amplification effect and/or use other kinds of cyber defenses.

There are other families of cybersecurity dynamics, including: adaptive cybersecurity dynamics [17, 116], where the defender can promptly adapt the defense posture including $D(t)$ and possibly $G(t)$ and $U(t)$; proactive cybersecurity dynamics [35], where the defender can proactively adjust the defense posture; and active cybersecurity dynamics [114, 128], where the defender can leverage autonomous software agents to fight cyber attacks. Active cybersecurity dynamics are closely related to what is called autonomous defense by other researchers [51–53, 65, 94, 95]. However, it has been shown that active cyber defense can make cybersecurity unmanageable because it can induce some chaotic phenomena [128].

3.4.3 Future Research Directions. There are many open problems at this level of abstraction. These open problems are associated with a range of inherent technical barriers, which have been discussed in [112] and are refined as follows.

- **The scalability** barrier says that native stochastic-process models for cybersecurity dynamics would immediately encounter the state-space explosion problem, which has motivated the alternative of modeling the probability that a node $v \in V(t)$ is in a certain state (e.g., compromised) rather than the deterministic assertion that $v$ is indeed in a specific state.

- **The nonlinearity** barrier is inherent to the complex attacker-defense-user interactions on complex networks that lead to the abstraction of $G(t)$. Experiments need to be conducted to validate which kinds of nonlinearity are relevant.

- **The dependence** barrier [110] is also inherent to the complex attacker-defender-user interactions, such as coordinated attacks and coordinated defenses [109]. Although progresses have been made towards tackling dependence [17, 104, 107], much more studies remain to be done. It is worth mentioning that while dependence can render theoretical cybersecurity models difficult to analyze, it can be leveraged to achieve data-driven prediction despite sparse data [26].

- **The structural dynamics** barrier is encountered when extracting the attack-defense structure $G(t)$ corresponding to a given, but dynamically evolving, network. One particular challenge is to automate the extraction of $G(t)$ from a given network while accommodating its security policies, which are often very complex and poorly documented.

- **The transient behavior** barrier is imposed when characterizing the behavior of a cybersecurity dynamics model before the dynamics converge to an equilibrium, if it does at all. Results in this regard often deal with asymptotic behaviors with respect to sufficiently large time $t$ (or $t \rightarrow \infty$ in the mathematical terminology). However, cybersecurity is such a field that the behavior before converging to the equilibrium is perhaps even more important. One solution concept is to apply bounds to the metrics of interest. Another approach is to leverage the statistical way of thinking.

- **The uncertainty** barrier is manifested by several aspects: model uncertainty, which corresponds to the degree of faithfulness of a model to the reality that is being modeled; parameter uncertainty, which corresponds to the uncertainty in the model parameters (e.g., measurement errors); information uncertainty, which reflects that only partial information, rather than full information, is known. These uncertainties have not been systematically investigated.

- **The human factor** barrier is related to measuring users’ susceptibility to social engineering attacks, the attacker’s susceptibility to defender’s deception schemes, and the defender’s susceptibility to the attacker’s deception schemes. Recently, a framework for quantifying human’s cognitive capability against social engineering cyber attacks have been proposed [86]. The framework aims to quantify the behavior of a human, such as a user or defender, with unique short-term and long-term cognition factors in response to social engineering cyber attacks. The framework sheds light on an emerging sub-field that may be called Cybersecurity Cognitive Psychology, which aims to tailor the Cognitive Psychology principles to the cybersecurity domain. One particular aspect of the human factor barrier is the deception barrier, which is manifested by the limitation of human cognition and the availability of data. For example, an attacker can intentionally deceive a defender into believing that the network is in a certain state so as to cause the defender to make wrong decisions. As a double-edged sword, deception can be leveraged by the defender to deceive the attacker. One challenge is that the cognitive aspect of human deception or human cognition itself is little understood.

3.5 Killer Applications of the Cybersecurity Dynamics Framework

We envision two example killer applications of the Cybersecurity Dynamics framework: quantitative cyber risk management and realizing cyber defense OODA loop.

3.5.1 Application 1: Quantitative Cybersecurity Risk Management. Quantitative cybersecurity risk management is an important application that is encountered by practitioners. One particular risk management task is to decide how to invest in cybersecurity in a cost-effective, if not optimal, fashion. This can be manifested by the employment of different defense postures at time $t_0$, which can be modeled by $G(t)$ vs. $G'(t)$, namely the attack-defense structure as it might change with a prospective defense investment. Using the notations defined above, this will allow the defender to contrast $S(t) = f(G(t), U(t), A(t), D(t))$ and $S'(t) = f(G'(t), U(t), A(t), D(t))$ for $t > t_0$ according to Eq. (1), and therefore select the better attack-defense structure. Similarly, the defender may need to choose between different training methods for reducing users’ susceptibility to social engineering cyber attacks, leading to the contrast $U(t)$ vs. $U'(t)$. Correspondingly, this will allow the defender to contrast $S(t) = f(G(t), U(t), A(t), D(t))$ and $S'(t) = f(G(t), U'(t), A(t),$
D(t)) for \( t > t_0 \) according to Eq. (1), and therefore select the more effective methods to train the users.

The defender may need to choose between different defenders to hire, leading to the contrast \( D_1(t) vs. D'_1(t) \); the defender may need to choose between different defense tools, leading to the contrast \( D_2(t) vs. D'_2(t) \); the defender may need to choose between different defense strategies, leading to the contrast \( D_3(t) vs. D'_3(t) \); the defender may need to choose between different defense orientation algorithms, leading to the contrast \( D_4(t) vs. D'_4(t) \); the defender may need to choose between different decision-making, leading to the contrast \( D_5(t) vs. D'_5(t) \).

In any case, the choices will lead to the contrast \( D(t) vs. D'(t) \), which can respectively lead to \( S(t) = f(G(t), U(t), A(t), D(t)) \) vs. \( S'(t) = f(G(t), U(t), A(t), D'(t)) \) for \( T > t \) according to Eq. (1).

By contrasting \( S(t) \) and \( S'(t) \) for \( t > t_0 \), the defender can make a principled and quantitative decision in selecting \( D(t) \) or \( D'(t) \).

3.5.2 Application 2: Realizing Autonomous, Agile and Quantitative Cyber Defense OODA Loop. The OODA loop [5] formulates a systematic way of thinking in combat operation processes. As highlighted in Figure 2, the OODA loop can be equally applied to cyberspace. In this context, observe corresponds to monitoring the situation of a network; orient corresponds to analyzing the evolution of the situation within a time constraint; decide corresponds to making decisions to achieve optimal cyber maneuvers within a time constraint; and act corresponds to executing the select cyber maneuvers. In particular, a core function of the Agile Cyber Defense Orientation (CDO) Engine is to achieve predictive cybersecurity situational awareness within a time constraint, and a core function of the Agile Cyber Defense Command and Control (CCDC) Engine is the decision-making module.

Figure 3 illustrates one scenario of decision-making based on predictive Cybersecurity Dynamics models, including both first-principle cybersecurity models and data-driven models. The key insight into this decision-making function is that it leverages not only the present data (reflecting the current situation) but also the past and predicted future data (reflecting respectively the past and future situations) for decision-making. Moreover, the decision-making function may make a range of recommendations to a human decision-maker (if applicable), where each recommendation is accompanied with a quantified trustworthiness, reflecting the confidence of the decision-making algorithm given the various kinds of uncertainties that are inherent to the decision-making model and/or the data used in the decision-making process.

4 CONCLUSION

We have described the Cybersecurity Dynamics way of thinking, which highlights a paradigm shift from time-independence to time-dependence. The time-dependent nature of cybersecurity leads to the perspective of dynamics. We have described the Cybersecurity Dynamics landscape via a dynamics layer for characterizing cybersecurity and supporting various cybersecurity functions. We hope this paper will inspire many researchers to tackle the range of outstanding open problems discussed in the paper. We believe that these open problems, especially the technical barriers, are inherent, meaning that they must be tackled regardless of specific approaches.
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