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Abstract—The paradigm shift of deploying applications to the cloud has introduced both opportunities and challenges. Although clouds use elasticity to scale resource usage at runtime to help meet an application’s performance requirements, developers are still challenged by unpredictable performance, little control of execution environment, and differences among cloud service providers, all while being charged for their cloud usages. Application performance stability is particularly affected by multi-tenancy in which the hardware is shared among varying applications and virtual machines. Developers porting their applications need to meet performance requirements, but testing on the cloud under the effects of performance uncertainty is difficult and expensive, due to high cloud usage costs.

This paper presents a first approach to testing an application with typical inputs for how its performance will be affected by performance uncertainty, without incurring undue costs of brute-force testing in the cloud. We specify cloud uncertainty testing criteria, design a test-based strategy to characterize the black-box cloud’s performance distributions using these testing criteria, and support execution of tests to characterize the resource usage and cloud baseline performance of the application to be deployed. Importantly, we developed a smart test oracle that estimates the application’s performance with certain confidence levels using the above characterization test results and determines whether it will meet its performance requirements. We evaluated our testing approach on both the Chameleon cloud and Amazon web services; results indicate that this testing strategy shows promise as a cost-effective approach to test for performance effects of cloud uncertainty when porting an application to the cloud.
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I. INTRODUCTION

A recent large survey reported that 95% of 1,060 surveyed technical professionals have adopted cloud computing in their organizations, with the majority (70%) of them employed an Infrastructure-as-a-Service (IaaS) cloud, such as Amazon EC2 and Microsoft Azure [1]. The main uses today include High Performance Computing (HPC), data analytics, web applications, and development and testing environments.

This paradigm shift of applications to a cloud has introduced both opportunities and challenges. Not only does the cloud application need to be tested for accuracy, but also for performance as cloud applications typically have both performance and cost requirements [2], [3], [4], [5]. Satisfying these requirements on public clouds is very challenging because the performance of applications running on a cloud suffers from considerable uncertainty. For example, Figure 1 shows the one week (3876 trials) performance trace of a PARSEC benchmark, streamcluster, on the research cloud Chameleon [6], [7]. The best performance is about 30% faster than the worst performance. This wide performance range, in turn, translates into highly uncertain cloud performance and usage cost.

![Fig. 1: The performance uncertainty of PARSEC benchmark streamcluster on Chameleon Cloud](image)

To ensure that their applications meet performance requirements in the cloud, software engineers need to determine their performance and its fluctuation within the cloud. Traditionally, determining an application’s performance requires performance testing, in which test cases are executed to cover the factors that may impact performance [8]. Under a cloud environment, additional factors must be considered, such as virtual machine (VM) scheduling and multi-tenancy (in which the hardware is shared among varying applications and VMs) [9], [10]. These factors randomly affect performance, causing fluctuations and uncertainties.

Unfortunately, cloud services are provided to the users as black boxes, where users have limited control over cloud execution environments. If traditional performance testing is employed in a cloud, extremely long tests must be conducted to extensively cover the random impacts of performance-affecting factors, which can be cost prohibitive in practice. For the example, for the benchmark in Figure 1, it requires roughly ten days of executions (about 3000 trials) to get stable average, maximum and minimum execution times.

Cloud elasticity, where users can increase resource allocation to improve performance, may be employed to improve performance satisfaction [11]. However, providing performance requirement satisfaction remains an open research
question despite elasticity and other cloud management techniques [12], [13], [14]. In fact, for better results, many elasticity policies require prior knowledge of application performance [15], [16]. Consequently, effective cloud performance testing is a valuable enhancement to elasticity and many other cloud management techniques.

This paper describes a novel testing approach to help software engineers meet their performance and cost requirements when porting their applications to public clouds; that is, we present an approach to testing an application with typical inputs for how its performance will be affected by cloud uncertainty, without incurring undue costs of brute-force testing in the cloud. We address the problem of determining a cloud application’s performance from an application developer’s perspective: a black-box cloud that operates with usage cost. Specifically, we address the following challenges in testing applications amidst cloud uncertainty effects:

1) Performance result accuracy. Due to the uncertainty effects, the performance of a cloud application usually follows a distribution with a wide range of possible performance values. Therefore, performance statistics, such as mean execution time, should be reported with confidence intervals (CI). However, the performance distributions of cloud applications usually do not follow known theoretical distributions, making it very challenging to establish reliable confidence intervals. Without a reliable confidence interval, it is nearly impossible to accurately determine whether a cloud application can meet its performance goals.

2) High testing cost. When performance tests of an application are conducted on a cloud, they also incur cloud usage cost. A testing technique should fully cover the impacts of various performance factors. However, a poorly designed technique may have high cloud usage cost due to the black-box issue discussed above.

3) Cloud service generality. Different cloud service providers have different VM configurations and hardware. These differences may cause the behavior of an application to vary with cloud services. A truly practical cloud testing technique should work properly on any cloud service despite these differences.

To the best of our knowledge, there has been no prior research that guides software engineers through these challenges. Our approach, which we call CAPT (Cloud Application Performance Tester), consists of three major components. First, a test-based approach to characterize a cloud’s per-resource performance distributions given performance uncertainty testing criteria, using common hardware resources that are generally available in all cloud services. Second, a reduced cost approach to test case execution to characterize an application in terms of its resource usage profile and baseline performance on the cloud. Third, a smart test oracle that estimates the application’s performance on the target cloud using the test results from the first two components and determines whether performance requirements can be met. This smart oracle employs a resource-based performance model and a statistical approach called bootstrap to provide highly accurate estimations with developer-selected confidence levels [17]. The testing cost mainly comes from the first component, whose test results can be reused over multiple application inputs and multiple applications, reducing the overall testing cost.

We conducted a proof-of-concept implementation of CAPT and evaluated it on two public clouds with configurations using one VM of multiple VM types. The results show that CAPT can accurately estimate the performance of various application with an average error of 4.9%. CAPT can also reduce testing cost by 66.9% on average. These results strongly suggest that CAPT considerably reduces testing cost by conducting limited tests of the target application on a cloud and employing a smart test oracle.

This paper presents the following novel contributions:

- The definition of testing coverage criteria for cloud performance uncertainty.
- A novel performance testing approach, CAPT, that employs cloud/application characterizations and a smart oracle to determine whether an application can meet its performance requirements on public clouds with high accuracy and low testing cost.
- The use of bootstrapping in performance testing to process the performance results of an application with unknown theoretical performance distribution, and
- A feasibility study and evaluation of CAPT for applications executing with cost and performance requirements on two IaaS clouds.

The rest of this paper is organized as follows: Section II provides a use case scenario of CAPT. Section IV describes the CAPT approach in detail, followed by an example presented in Section V. Section VI describes the experimental evaluation; Section VII discusses related work, and conclusions are presented in Section VIII.

II. Usage Scenario

Assume that Cloud X is a public cloud that is available for users to run their applications. Like most clouds, Cloud X offers various types of VMs, such as small, medium and large instances. Cloud X has dynamic scheduling policies and allows for multi-tenancy. A software engineer can configure the VM sizes and numbers, but otherwise, the operation of Cloud X is not explicitly made available to a given user, and Cloud X is shared among many users, sometimes with more users during some days and times than others.

Now assume that an organization wants to port applications (e.g., HPC, data analysis, simulation, etc.) which have performance requirements (e.g., execution time, response time) and cost requirements to Cloud X. For a given application, a software engineer, Eve, needs to determine what configurations of VM meet the organization’s performance requirements 95% of the time with the least cost. She provides her application to be ported (App_port), its test suite and an initial specification to use a large VM, because it is the most powerful configuration. The CAPT approach starts by running the test suite through
$App_{port}$ on one of her local machines to determine $App_{port}$’s resource usage profile, for example, how $App_{port}$ uses CPU and memory bandwidth. CAPT then runs $App_{port}$ on Cloud X using a large VM for a few trials to get $App_{port}$ cloud baseline performance, which is computed as the average execution time of the few trials on Cloud X.

Using CAPT’s pre-determined performance distributions of Cloud X, $App_{port}$’s resource profile and baseline performance, CAPT’s smart oracle estimates the 95th percentile performance of $App_{port}$ under the given large VM configuration with a confidence level selected by Eve and determines whether the large VM configuration meets Eve’s performance requirements. Eve is also provided information that will help in determining the cost. Depending on the estimates, Eve can change the VM configuration and repeat the process until the “best” configuration is determined to meet the performance requirement with the lowest cost.

III. BRIEF INTRODUCTION TO BOOTSTRAP

As discussed in Section I, the performance of an application on a cloud is distributed across a wide range of possible values. Therefore, any testing to examine performance is equivalent to sampling the population. Thus, it is more accurate to report performance results from these tests using statistical estimations with confidence intervals (CI). However, because the application performance distribution does not always follow known theoretical distributions, it becomes quite challenging to establish reliable CIs. To overcome this challenge, we employed non-parametric bootstrap, which allows establishing reliable CIs without the need to know theoretical distributions [17].

Here, we demonstrate the basic idea of bootstrapping with an example. Suppose a set of tests is executed with an application on a cloud to acquire a sample which has $N$ execution times. With this sample, the population’s mean execution time, $\mu$, can be estimated using the sample average, $t$. Bootstrap is then employed to establish a CI of $\mu$. To obtain a bootstrap sample, $N$ execution times are randomly drawn from the original sample with replacement. This bootstrap sample is essentially a resample of the original sample, treating the original sample as its population. With the bootstrap sample, a bootstrap average is computed. Repeating the bootstrap sampling for $R$ times, we can then acquire $R$ bootstrap averages, which produces a histogram of bootstrap averages. By the definition of CI, the endpoints of the area that cover 90% of this histogram provide a CI of the original sample average $t$ with 90% confidence level, if $R$ is sufficiently large (usually $R \geq 1000$). With large $N$ and $R$, this CI can be used as a reliable estimate of the CI of the original population mean $\mu$ with 90% confidence level.

Similar processes can be applied to other statistical estimates, such as median or quantiles. The confidence level can also be adjusted based on needs by choosing endpoints that cover different sizes of the area of the histogram. Intuitively, bootstrap works correctly assuming re-sampling on the original sample behaves similarly as the original sampling on the population. This assumption is usually true when $N$ and $R$ are sufficiently large and the original sample does not contain missing data and internal dependencies [18].

Bootstrapping is employed by our smart oracle when it needs to establish a CI for a quantile using the performance distributions collected from the cloud characterization step.

IV. THE CAPT METHODOLOGY

This section describes the three major components of the CAPT approach:

1) A test-based characterization to determine the black-box cloud’s performance distributions under the cloud testing criteria. The characterization tests are executed for each resource type, such as CPU and memory, to acquire the performance distribution of individual resource types. The test coverage criteria usually cover the performance factors that are of concern to software engineers, including multi-tenancy and VM scheduling.

2) The execution of a small set of performance tests to characterize the resource usage profile of the target application and the baseline performance of the application executing on a cloud. Resource profiling tests are executed outside the cloud (e.g. on a local machine) to eliminate cloud usage cost. Baseline performance tests are executed on the cloud and are designed to include only a small number of executions to minimize cost.

3) A smart test oracle that determines whether a given application with a certain VM configuration can meet its performance requirements. With a resource-based performance model, the smart oracle combines cloud performance distributions, application resource profile and baseline performance, to estimate performance statistics (e.g., mean execution time and 95th percentile execution time) of the target application. An estimated performance statistic is expressed as a confidence interval (CI) with a confidence level (CL) selected by software engineers. With the estimated performance statistics, the smart oracle can then determine whether the performance requirement can be met with certain CL.
A. Characterizing the Performance Distribution of a Cloud

Figure 2 depicts our overall approach to uncovering the performance characteristics of the cloud, which is a black box to the software engineer porting an application to it. The cloud characterization process takes three inputs: a micro-benchmark suite, a VM configuration space, and desired cloud performance testing criteria.

The micro-benchmark suite consists of micro-benchmarks that are able to reveal the performance with respect to each common hardware resources in the cloud. For example, we use a benchmark that is purely computation-bound to determine the performance distribution of the CPU and a benchmark that is purely memory-bound to determine the memory performance distribution. We choose to characterize a cloud based on resources for three reasons. First, application performance fluctuations are fundamentally caused by fluctuations in hardware resource usages. Second, different resources have different impacts on performance fluctuations. Third, a characterization based on common hardware resources makes this characterization step applicable to any cloud services. Although we focus on CPU and memory in this paper, the idea of per-resource characterization can be extended to other common types of resources, such as storage and network, when testing applications with heavy usage of these resources.

The VM configuration space denotes the types and numbers of VM instances on which the application executes, as specified by the software developer. Cloud services usually provide various types of VMs, with certain CPU count and memory capacity. In this paper, we focus on the configurations with one VM of different VM types and leave configurations with varying numbers of VMs for future work.

The testing coverage criteria target the factors that cause cloud performance uncertainty. In this paper, we focus on the coverage of multi-tenancy and VM scheduling. Each factor also has its unique coverage criteria associated with it, which is explained as follows:

- **Coverage criteria for multi-tenancy.** Multi-tenancy is the primary cause of performance uncertainty. Sharing hardware resources causes resource contention, which degrades the performance of cloud applications. The actual performance degradation fluctuates with the types and count of contending applications. Consequently, covering multi-tenancy requires covering the potential types and count of contending applications. Moreover, different types of cloud applications have different probabilities of executing in the cloud. Therefore, multi-tenancy coverage criteria should be covering the potential types and count of cloud applications with their associated probability. However, because a cloud is provided as a black-box, it is impossible to control the types of applications executing together.

  Fortunately, because the impact of multi-tenancy usually exhibits seasonality (e.g., application types and count vary daily/weekly/monthly), multi-tenancy coverage can be translated into covering the types and count of cloud applications within a seasonal period or cycle [19]. Whether to cover a daily, weekly, monthly or a custom cycle, depends on the actual behavior of the cloud system and testing budget. Ideally, all potential types of applications should be covered. However, as an initial attempt to address the cloud performance testing problem, we strive to cover all application types, instead of providing a theoretical guarantee of complete coverage. This theoretical guarantee requires in-depth statistical analysis which is beyond the scope of this paper and approach.

- **Coverage criteria for VM scheduling.** The CPU scheduling policy of virtual machines may also cause performance fluctuations [10]. The impact of scheduling policy is extremely visible if the underlying hardware is Non-Uniform Memory Access (NUMA) architecture where thread-to-processor placement may produce considerable remote memory access overhead. The coverage criteria for VM scheduling should be covering the potential thread-to-processor placements.

In traditional performance testing, test cases should be executed with the application-to-port to meet the above coverage criteria. However, as stated previously, to reduce testing cost, we partition the test cases into two sets, with each set characterizing either the cloud or application. The set of test cases for cloud characterization is designed to meet the above testing coverage criteria.

To satisfy the coverage criteria for multi-tenancy, the test cases are designed to run micro-benchmarks repeatedly for one multi-tenancy (daily/weekly/monthly or custom) cycle with the VM types and VM count specified by the VM configuration. To obtain performance distributions for both CPU and memory, one test case is executed with a CPU micro-benchmark while one test case uses a memory micro-benchmark. After execution, a test case will give the performance distribution of one resource type for one cycle. Note that, similar to other time series data, multi-tenancy impacts might include random bursts, besides seasonality. To mitigate the effect of these random bursts, software engineers may want to conduct additional test cases for additional cycles. Combining data from multiple cycles provide more accurate performance distributions which are less susceptible to the noise of random bursts.

To satisfy the coverage criteria for VM scheduling, several tests are needed to achieve a high probability of covering all thread-to-processor placements. With the knowledge of the core count of the VM and the processor count of the server, it is easy to compute the number of possible thread-to-processor placements. Based on this number, software engineers can easily determine how many times a micro-benchmark should be executed to achieve a high probability of covering all placements. That is, a test case can be viewed as running a micro-benchmark repeatedly until all placements are covered with high probability. Note that, because test cases covering multi-tenancy usually provide enough micro-benchmark runs to cover VM scheduling, and because the black-box cloud does not offer methods to separate the impacts of multi-tenancy...
and VM scheduling, it is usually not necessary to separately run test cases for VM scheduling coverage. The results from multi-tenancy test cases can provide performance distributions covering the combined impacts of both multi-tenancy and VM scheduling, meeting both testing coverage criteria.

In summary, a test is defined as executing a micro-benchmark repeatedly for one multi-tenancy cycle, using VM configurations specified by software engineers, to meet the coverage criteria of multi-tenancy and VM scheduling. Each additional micro-benchmark requires an additional test. The results of the tests include the performance (e.g., execution times) of the micro-benchmarks, which give the per-resource-type performance distributions of the cloud. Note that, for each VM configuration, the cloud characterization needs to be done only once. But its results can be reused for testing multiple application inputs or multiple applications, thus reducing cost.

### B. Determining an Application’s Resource Usage Profile

Similar to the cloud characterization step, our application resource usage profile contains an application’s usage for both CPU and memory. Fig. 3 shows the CAPT approach to determining an application’s resource usage profile, with inputs that consist of the application to be ported and real user workloads for the application. Note that, similar to traditional performance testing, we assume that software engineers provide testing inputs that resemble real inputs.

A resource usage profile is comprised of the processor cycles that an application spends in CPU computation and memory accesses. To reduce the testing cost, tests to profile the application’s resource usage are executed on a local machine instead of the cloud, using hardware performance monitoring units (PMU) [20]. Note that, if the resource usage profiling is executed on the cloud, the results may be skewed due to the cloud’s performance uncertainty, and not all clouds support hardware PMU monitoring needed for profiling.

We denote an application’s resource usage running on a local machine using $\text{App}_{\text{res}}$. More specifically,
- $\text{App}_{\text{cpu}}$ denotes the percentage of the total cycles that are spent on CPU computations
- $\text{App}_{\text{mem}}$ denotes the percentage of the total cycles that are spent on memory accesses

To determine the resource usage profile, each test is to execute an application on a local machine with its typical input. During the test case execution, PMU readings are also collected. The total cycles consumed by an application, denoted by $C_{\text{cycles}}$, is obtained with one PMU event. For instance, on Intel platforms, the event is typically named “UNHALTED_CORE_CYCLES.” This event includes both CPU computation and memory access cycles. Consequently, CPU computation cycles can be computed by subtracting memory cycles from the total cycles. Because memory accesses are usually slow and would block the execution of the processor [20], they can be estimated using stalled CPU cycles. For instance, the PMU event to read these stalls on Intel processors is called “RESOURCESTALLS.” Some memory accesses can overlap with computation and do not stall execution. Since these memory accesses can overlap with computation, their fluctuation has limited impact on overall execution time. Therefore, we do not consider the cycles of overlap-able memory accesses as part of memory access cycles. Let $C_{\text{cycles}}$ be the memory accesses/stall cycles. Once total cycles and memory cycles are acquired, the percentage of CPU and memory cycles can be computed as:

$$
\text{App}_{\text{cpu}} = \frac{C_{\text{cycles}} - C_{\text{cycles}}}{C_{\text{cycles}}} \times 100
$$

$$
\text{App}_{\text{mem}} = \frac{C_{\text{cycles}}}{C_{\text{cycles}}} \times 100
$$

#### C. Establishing an Application’s Cloud Baseline Performance

As Figure 3 shows, application characterization also includes obtaining the baseline performance of the application on the cloud, which is later used by the smart oracle to estimate the real performance of the application on cloud.

A test is an application executing on the cloud with its typical input. The test is repeatedly executed for a few times to reduce cost, and the average performance (e.g., average execution time) is computed as the application’s baseline performance. Let $\text{App}_{\text{baseline}}$ denote this baseline performance. The number of test executions is determined by software engineers based on their testing budget. More executions may increase performance estimation accuracy with increased cost. Note that, for each new input, an application resource profile and baseline performance should be collected.

#### D. The Smart Oracle

**Performance Estimation.** Figure 4 depicts how the smart oracle estimates the performance of the application-to-port on a cloud. The smart oracle takes four inputs: the cloud performance distributions, the application resource usage profile and application baseline performance from previous steps, as well as the desired performance statistic and confidence level from the software engineer. The performance statistic is the performance attribute that the software engineer wants to know. For instance, this statistic may be any quantile of the execution time. The confidence level (CL) is used by the smart oracle to establish the CI for the performance statistic.
For example, if a software engineer wants to know whether an application will meet the performance goal 95% of the time with 90% confidence, the performance statistic should be 95th percentile execution time, and CL should be 90%.

Knowing the desired performance statistic and CL, the smart oracle first processes the cloud performance distributions (from cloud characterization) to obtain the CL of the performance statistic for CPU and memory resources using bootstrap. For instance, with the above example statistic and CL, the smart oracle processes the performance distributions to obtain 90% CI of the 95th percentile execution times of the CPU and memory micro-benchmarks.

As the goal of the smart oracle is to determine whether the performance goal can be met, we only use the upper bound of the CI.\(^1\) Let this upper bound for CPU and memory be Cloud\(_{cpu}^{\text{range}}\) and Cloud\(_{mem}^{\text{range}}\). Additionally, let the average execution times of CPU and memory micro-benchmarks be Cloud\(_{cpu}^{\text{avg}}\) and Cloud\(_{mem}^{\text{avg}}\). The smart oracle then computes the fluctuation ranges of the performance statistic relative to average performance for CPU and memory using Equation (2).

\[
\begin{align*}
\text{Cloud}_{cpu}^{\text{range}} &= \frac{\text{Cloud}_{cpu}^{\text{stat}} - \text{Cloud}_{cpu}^{\text{avg}}}{\text{Cloud}_{cpu}^{\text{avg}}} \\
\text{Cloud}_{mem}^{\text{range}} &= \frac{\text{Cloud}_{mem}^{\text{stat}} - \text{Cloud}_{mem}^{\text{avg}}}{\text{Cloud}_{mem}^{\text{avg}}}
\end{align*}
\tag{2}
\]

To estimate the corresponding performance statistic for the application with the same CL, the smart oracle applies the respective fluctuation range to the CPU and memory portions of its baseline performance, using the performance model of Equation (3).

\[
\text{App}_{stat} = \text{App}_{baseline} \times [\text{App}_{cpu} \times (1 + \text{Cloud}_{cpu}^{\text{range}}) + \text{App}_{mem} \times (1 + \text{Cloud}_{mem}^{\text{range}})]
\tag{3}
\]

By comparing the estimated performance statistic with the performance goal, the smart oracle can then determine if the performance goal can be met with the same CL. For instance, with the above example statistic and CL, if the estimated 95th percentile execution time is smaller than the performance goal, the smart oracle determines that the performance goal can be met with at most 90% confidence.

**Result Interpretation.** CI’s interpretation is confusing in classic (frequentist) statistics. However, another benefit of non-parametstat bootstrap is that it can be viewed as an approximation of Bayesian model [21]. Therefore, we can interpret the CIs from bootstrap similarly as credible intervals. That is, when the smart oracle determines that the performance goal can be met with X confidence level, it can be approximately interpreted as: with at most X probability, the performance goal can be met. Note that, because the performance is estimated using a performance model in Equation (3), the estimation has errors due to the model’s inaccuracy. Therefore, X is the upper bound of the confidence/probability. The lower bound of the confidence/probability is determined by the estimation’s error. The experiment results in Section VI show that the maximum error is 14% and the average error 5%. Therefore, the experimental lower bound of the confidence/probability is approximately X – 14% at most and X – 5% on average.

**V. Example**

Continuing with the example from Section II, assume that Eve wants to port the application ferret from PARSEC onto the Chameleon cloud [7]. She wants to use a single large VM instance with a performance requirement of 120 secs as the maximum execution time for 95% of the time. The application will be executed with inputs similar to PARSEC’s “native” input, assuming Chameleon cloud’s per-resource performance distributions have already been characterized.

Eve considers whether a large VM instance is a good choice. She executes ferret on a local machine. Table V indicates that the resource usage profile for ferret, which spends 76% cycles on CPU (App\(_{cpu}\)) and 24% cycles on memory (App\(_{mem}\)). Eve also executes ferret on the Chameleon cloud with a large VM configuration for 100 iterations, and finds the average baseline execution time is 99 seconds (App\(_{baseline}\)).

Eve then inputs ferret’s resource profile and baseline execution time into the smart oracle. Eve also specifies that she wants to test for the 95th percentile execution time with 90% confidence level. Based on Eve’s performance requirements, CAPT provides the feedback to Eve that the estimated 95th percentile execution time of ferret is less than 104.7 seconds with at most 90% confidence, and thus the performance requirement can be met with a large VM instance. Since the cloud charges users by resource usage, she also wants to know the associated costs. As a large instance meets Eve’s performance requirement, Eve may consider using a large instance and calculates the budget using the large instance’s hourly rate. She could also try a medium VM to see if it meets the performance requirement.

Assuming an hourly rate for a large VM instance on the Chameleon cloud is $0.1865 (based on AWS t2.xlarge pricing), the process of collecting 100 sample executions of ferret on Chameleon for determining the baseline performance
costs \([2.75] \times 0.1865 = 0.56\). If Eve instead were to run ferret on a large VM instance for two weeks instead of using CAPT, the cost to determine whether the large instance will meet the performance requirements would be \(336 \times 0.1865 = 62.67\). Thus, Eve saves money using CAPT to determine whether the large VM instance is adequate for her performance requirements. It is also worth noting that, by using CAPT, Eve can get an estimation within 3 hours, compared to two weeks wait without CAPT.

VI. Evaluation

Our evaluation is designed to answer the following questions: 1) RQ1-Effectiveness: Are CAPT’s performance estimations accurate compared to the results acquired from extensive performance testing? 2) RQ2-Cost Benefit: What is the relative cost of the CAPT approach versus determining the performance of an application directly in the cloud through extensive performance testing?

A. Experimental Methodology

To answer the above questions, we used CAPT to conduct testing to estimate the 95th percentile execution times of several applications with 90% confidence level on two public clouds. We also conducted extensive performance tests for these applications on the same clouds to acquire the experimental 95th percentile execution times. We refer to this extensive performance testing as the ground truth tests and their results as the ground truth. We then compared CAPT’s results and testing costs with the ground truth results and ground truth testing cost to evaluate CAPT’s effectiveness and cost benefit, respectively.

Micro-benchmarks suite. We selected two well known micro-benchmarks, where each benchmark heavily utilizes only one type of resource. These benchmarks are used to obtain the performance fluctuation distributions of each type of resource. Although the idea of CAPT’s cloud characterization can be extended to most common types of resources, as a proof of concept, we focus on the CPU and memory resources in this paper. Table I describes the micro-benchmarks and their corresponding resources.

<table>
<thead>
<tr>
<th>Micro-benchmark</th>
<th>Type</th>
<th>Origin</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sysbench-CPU</td>
<td>CPU</td>
<td>Sysbench [22]</td>
</tr>
<tr>
<td>STREAM</td>
<td>memory</td>
<td>STREAM [23], [24]</td>
</tr>
</tbody>
</table>

TABLE I: Micro-benchmarks for cloud characterization

Subject Applications. We selected seven applications from the PARSEC benchmark suite as the subjects of study for evaluation [6]. These applications primarily utilize CPU and memory for computation, with limited usage of disk and network. Table II lists these applications with their primary domains. These subjects cover a variety of domains that may be ported to and benefit from cloud systems, including data mining, financial analysis, simulation and system optimizations. The “native” input sets from PARSEC, which are designed for evaluations on real systems, are used as inputs to all of our subject applications.

<table>
<thead>
<tr>
<th>Application</th>
<th>Domain</th>
</tr>
</thead>
<tbody>
<tr>
<td>blackscholes (BS)</td>
<td>Financial analysis</td>
</tr>
<tr>
<td>swaptition (SW)</td>
<td>Financial analysis</td>
</tr>
<tr>
<td>streamcluster (SC)</td>
<td>Data mining</td>
</tr>
<tr>
<td>ferret (FE)</td>
<td>Content-based similarity search server</td>
</tr>
<tr>
<td>bodytrack (BT)</td>
<td>Body tracking of a person</td>
</tr>
<tr>
<td>canneal (CN)</td>
<td>Chip design optimization</td>
</tr>
<tr>
<td>fluidanimate (FL)</td>
<td>Fluid dynamics simulation</td>
</tr>
</tbody>
</table>

TABLE II: Subject applications

Cloud Infrastructure and VM configurations. Our evaluation was conducted on the research cloud Chameleon and Amazon Web Services (AWS) [7]. We selected the Chameleon cloud because it is free for researchers and a well maintained cloud infrastructure. Chameleon cloud offers configurations that are similar to the popular commercial clouds such as AWS and Microsoft Azure. AWS was selected because it is one of the leading service providers in cloud computing. The applications running on Chameleon and AWS are affected by cloud performance uncertainty factors, including virtual machine (VM) scheduling and multi-tenancy [9], [19]. In particular, through our correspondence with a Chameleon maintainer, we confirmed that multi-tenancy does exist in Chameleon. Figure 1 also shows that application performance indeed fluctuates on Chameleon. Both Chameleon and AWS offer several types of VM instances. For Chameleon, we used all its VM types in this evaluation, except the “Tiny” instances which are too small for our subject applications. While AWS offers more choices of VMs, we chose to use three general purpose instances that are also not too expensive for our large scale evaluation (our evaluation on AWS costs about $2000 in total) The instance types used in this evaluation are listed in Table III and Table IV.

As stated in Section IV, we focus on the configurations with a single VM. Chameleon instances are created in the data center at the University of Chicago, while the AWS instances are created in the AWS service region of US East (Ohio). When executing micro-benchmarks and subject applications on VMs with multiple CPU cores, all micro-benchmarks and applications are configured to execute with multiple threads to utilize all available cores.

<table>
<thead>
<tr>
<th>Type</th>
<th>Core Count</th>
<th>Memory(GB)</th>
<th>Pricing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Small (Sm)</td>
<td>1</td>
<td>2</td>
<td>free</td>
</tr>
<tr>
<td>Medium (Md)</td>
<td>2</td>
<td>4</td>
<td>free</td>
</tr>
<tr>
<td>Large (Lg)</td>
<td>4</td>
<td>8</td>
<td>free</td>
</tr>
</tbody>
</table>

TABLE III: VM instance types of Chameleon in this study

<table>
<thead>
<tr>
<th>Type</th>
<th>Core Count</th>
<th>Memory(GB)</th>
<th>Pricing</th>
</tr>
</thead>
<tbody>
<tr>
<td>t2.small (t2s)</td>
<td>1</td>
<td>2</td>
<td>$0.023/hr</td>
</tr>
<tr>
<td>t2.medium (t2m)</td>
<td>2</td>
<td>4</td>
<td>$0.0464/hr</td>
</tr>
<tr>
<td>t2.large (t2l)</td>
<td>4</td>
<td>16</td>
<td>$0.1856/hr</td>
</tr>
</tbody>
</table>

TABLE IV: VM instance types of AWS in this study
Coverage Criteria. In this evaluation, we chose the multi-tenancy coverage criteria to cover both one daily cycle and one weekly cycle, because they are the most common cycles reported by prior work [19]. Daily and weekly cycles are also more affordable to our evaluation than monthly cycles. To cover both one daily cycle and one weekly cycle, a cloud characterization test case must be executed for a week. However, due to the bursty issue discussed in Section IV-A, additional test cases were executed for another week to mitigate the impact of random bursts. That is, for both cloud characterization tests and ground truth tests, a micro-benchmark or an application was executed repeatedly for two weeks. Although executing for more weeks may provide more accurate performance data, it is too expensive to conduct. Recall that, as discussed in Section IV-A, the tests for covering multi-tenancy coverage criteria also provide coverage for VM scheduling criteria.

Performance Statistic and Confidence Level. The performance statistic used in this evaluation is the 95th percentile execution time, with the CL as 90%. Intuitively, with these two parameters, CAPT aims at determining if a subject application can meet its performance goal for 95% of the time with at most 90% confidence. Recall that CAPT estimates the upper bound of the CI of the performance statistic to determine the satisfaction of performance goals.

B. Characterizing Cloud Performance Distributions

Procedure: Given there are two micro-benchmarks and six types of VMs in total for the two clouds, a total of 24 tests of micro-benchmark executions were conducted. Performance results for the micro-benchmarks are collected to construct per-resource performance distributions.

Results: Figure 5 gives the distributions (with histograms) of the performance of CPU and memory micro-benchmarks. Due to space limitations, only the medium VM types from each cloud are shown. As Figure 5 shows, the performance distributions of both clouds have large fluctuation ranges and vary considerably depending on the resource type and cloud. With statistic software, we also found that the distributions in Figure 5 do not follow common theoretical distributions. These characteristics make it very difficult to process the distribution to acquire important performance statistics.

C. Determining Applications’ Resource Usage Profiles

Procedure: To determine the applications’ resource usage profile, we executed each subject application on a local Ubuntu server with Intel processor i7-2600 and followed the approach in Section IV-B to calculate Appcpu and Appmem.

Results: Table V presents the results of the resources used by the applications. Among all applications, blackscholes and swaptions are CPU-intensive applications with little memory access time. Streamcluster streams in large amounts of data, thus it is a memory-intensive application that spends most of its time in memory accesses. The rest of the applications, including ferret, bodytrack, canneal and fluidanimate, shows a mixture of both CPU computation and memory accesses.

<table>
<thead>
<tr>
<th>Application</th>
<th>Appcpu</th>
<th>Appmem</th>
</tr>
</thead>
<tbody>
<tr>
<td>swaptions</td>
<td>99.8%</td>
<td>0.2%</td>
</tr>
<tr>
<td>blackscholes</td>
<td>99.2%</td>
<td>0.8%</td>
</tr>
<tr>
<td>streamcluster</td>
<td>2.4%</td>
<td>97.6%</td>
</tr>
<tr>
<td>ferret</td>
<td>76%</td>
<td>24%</td>
</tr>
<tr>
<td>bodytrack</td>
<td>64%</td>
<td>36%</td>
</tr>
<tr>
<td>canneal</td>
<td>79%</td>
<td>21%</td>
</tr>
<tr>
<td>fluidanimate</td>
<td>31%</td>
<td>69%</td>
</tr>
</tbody>
</table>

Table VI: Subject applications’ resource usage profiles

D. Establishing Application Cloud Baseline Performance

Procedure: To establish application baseline performance, we executed each application for 100 times on each VM configuration, following the approach in Section IV-C. 100 runs are chosen because we found they provide a good balance between accuracy and cost for most applications.

Results: Table VI shows the baseline execution time of our applications. The rows represent each subject application, while each column represents a VM type. These results suggest that the subject applications cover a variety of applications in terms of execution times.

<table>
<thead>
<tr>
<th>Chameleon</th>
<th>AWS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sm</td>
<td>Md</td>
</tr>
<tr>
<td>SW</td>
<td>228.7</td>
</tr>
<tr>
<td>BS</td>
<td>130.9</td>
</tr>
<tr>
<td>SC</td>
<td>513.7</td>
</tr>
<tr>
<td>FE</td>
<td>364.9</td>
</tr>
<tr>
<td>BT</td>
<td>124.0</td>
</tr>
<tr>
<td>CN</td>
<td>126.9</td>
</tr>
<tr>
<td>FL</td>
<td>323.4</td>
</tr>
</tbody>
</table>

Table VI: Application baseline results in seconds

E. CAPT Effectiveness

We next examined the research question: Are CAPT’s performance estimations accurate compared to the results acquired from extensive performance testing?

Procedure: We compare CAPT estimations with ground truth results. More specifically, we used CAPT to estimate the upper bound of the CI of the 95th percentile execution times (Per_est) of the subject applications with 90% confidence level for each VM configuration. We also conducted ground truth tests with these applications to acquire the experimental 95th percentile execution times as the ground truth results (Per_exp). Then we computed the percentage error using Equation (4).

\[
Error = \frac{|Per_{est} - Per_{exp}|}{Per_{exp}} \times 100\% \quad (4)
\]

Results: Figure 6 presents the percentage errors for CAPT’s estimations on two clouds. As the figure shows, CAPT’s estimations have high accuracy. The average error on Chameleon is 5.1%, with a maximum error of 13.8%. The average error on AWS is 3.0%, with a maximum error of 5.9%. The average error on two clouds is 4.9%. These low errors suggest that CAPT can provide reliable estimations to replace traditional performance testing.
Fig. 5: CPU and memory performance distributions based on cloud characterization tests with micro-benchmarks. X axis: execution times in seconds; Y axis: percentages of executions with particular execution times.

Fig. 6: Percentage errors of CAPT’s performance estimations

F. CAPT Cost Benefits

Lastly, we address the research question: What is the relative cost of the CAPT approach versus determining the performance of an application directly in the cloud through extensive performance testing?

Procedure: We compared the total testing cost of CAPT with the total testing cost of ground truth tests for all subject applications. The total testing cost of CAPT includes the costs of cloud characterization tests and application baseline tests. The total testing cost of ground truth tests includes the cost to execute all applications for two weeks. Because the bills from AWS do not include per-VM cost, we estimate the testing costs using the total test execution time and AWS’s pricing model listed in Table IV. The sum of the computed test costs is roughly the same as the bill we received from AWS. For Chameleon, there is no charge for VM usage. However, by employing the pricing model from AWS, it is possible to determine the relative cost benefits from using CAPT. Note that, storage costs are not included in our calculations.

<table>
<thead>
<tr>
<th></th>
<th>t2.small</th>
<th>t2.medium</th>
<th>t2.xlarge</th>
</tr>
</thead>
<tbody>
<tr>
<td>ground truth tests</td>
<td>$54.10</td>
<td>$109.13</td>
<td>$436.53</td>
</tr>
<tr>
<td>CAPT total costs</td>
<td>$22.75</td>
<td>$38.51</td>
<td>$137.79</td>
</tr>
<tr>
<td>CAPT cost reduction</td>
<td>58.0%</td>
<td>64.7%</td>
<td>68.4%</td>
</tr>
</tbody>
</table>

TABLE VII: Testing costs for all subject applications on AWS

Results: Table VII shows the costs of conducting tests on AWS. As the table shows, for the seven subject applications, CAPT can reduce testing cost by 64% on average, compared to traditional testing (ground truth tests). For a single application, if the cloud characterization cost is not considered, the cost of using CAPT can be 62 times smaller than traditional performance testing. For Chameleon, using a similar pricing model as AWS, the average cost reduction of CAPT is 69.1%, 70.2% and 70.7% for small, medium and large VMs, respectively. The average cost reduction on both clouds is 66.9%. The primary cost reduction comes from the fact CAPT only executed two two-week (cloud characterization) test cases for each VM configuration and reuse their results for all applications, while the extensive performance tests executed seven applications each for two weeks for each VM configuration.

Note that another benefit of CAPT is its time saving. Application characterization tests usually take a few hours. If the cloud is already characterized, the smart oracle can provide performance estimations instantaneously, meaning the performance estimations are available in only several hours. However, without CAPT, running the applications to cover all cloud uncertainty factors typically takes weeks. Therefore, CAPT can potentially reduce the time cost for cloud performance testing. Software engineers may even use CAPT as a screening tool to quickly determine the VM configurations that may meet performance goals, then conduct longer performance tests to get more accurate performance results.

G. Threats to Validity

Our evaluation focused on the cost effectiveness of the CAPT approach for a set of seven applications using a suite of two micro-benchmarks for the cloud characterization. The results may not generalize to other applications. To address
this threat, we selected well known benchmarks for CPU and memory characterization and a variety of applications for evaluation. Our evaluation is conducted on Chameleon and AWS; results may differ on other clouds. For more accurate resource usage profiles, applications should be tested on local machines with similar processors to those in the target cloud.

We observed that there are two main sources of errors in CAPT. The first source is an inaccurate baseline performance. Because baseline performance is acquired as the average from only 100 runs, it may be different from the average acquired from two-week executions. We observe that longer baseline runs may mitigate the impact of this type of error. The second source is the random bursts in a cloud. The burst issue is more severe on Chameleon than AWS, causing the relatively higher errors on Chameleon. To mitigate this error, more than two weeks of tests should be conducted for both cloud characterization and ground truth tests. However, research is required to investigate the proper number of tests to obtain stable performance distributions on clouds.

Additionally, limited by space and cloud execution costs, in this proof-of-concept evaluation, we do not consider configurations with multiple VMs. Other common resources, such as storage and network, are not considered as well. Cloud performance may also be affected by other factors, such as hardware heterogeneity. We plan to extend this research in the future to consider these issues.

VII. RELATED WORK

A number of studies in performance testing have been focusing on the proper selection of test inputs. Common approaches for input selection include static code analysis [25], [26], [27], dynamic analysis and profiling [28], [29], and probability symbolic execution [30], [31], [32]. There are also studies focusing on performance regression detection through proper test case selection and performance data analysis [33], [34], [35], [36]. Performance models are also employed to predict performance and its fluctuations due to variations in system configurations, program model and inputs [37], [38], [39]. However, performance testing on cloud presents a new problem, where the performance of a single application with a single input under a single system configuration still experiences significant fluctuations and uncertainty due to uncontrollable external issues (e.g., multi-tenancy). Therefore, by focusing on the performance uncertainty issue of the cloud, CAPT is complementary to these performance testing studies.

There are studies investigating testing on cloud. Gambi et al. proposed to reduce testing cost on cloud by reusing VMs and interleaving tests and VM reimageing [40]. Malik et al. presented an approach to detect performance variations in large scale system [41]. Núñez and Hierons proposed a cloud system model to facilitate cloud testing on simulators [42]. Rose et al. investigated employing cloud system for probability testing [43]. Several studies investigated automating cloud testing [44], [45], [46]. There is also research on testing auto-scaling policies and elasticity [47], [48]. Others proposed strategies for testing the performance of cloud applications under various loads [49], [50], [51], [52], [53], [54], [55], [56]. Although these studies investigated various testing issues on cloud, none of them addresses the testing challenges imposed by cloud performance uncertainty.

Many studies have observed and analyzed the performance variation and uncertainty on cloud [57], [58], [59], [60], [61], [9], [62], [63], [19]. Our work is inspired by these prior studies on cloud performance uncertainty. Elasticity may help meet performance requirements by scaling up resource usages [16], [64], [65], [66]. However, as stated in Section I, providing performance guarantee is still an open question even with elasticity and many other system management techniques [12], [13], [14]. An effective cloud testing technique such as CAPT may even help the design of elasticity by providing better estimations of performance [15], [16]. There is also work on predicting the performance of cloud applications [67], [68], [69], [70], [71]. These studies predicted how performance changed with input/workload sizes. They focused on applications whose performance has a strong correlation with workload sizes, such as database, map-reduce and high performance computing applications. They also required reliable training sets of performance data. However, CAPT, as a performance testing approach, is generic in terms of application types. Moreover, CAPT can also be employed to provide reliable training sets to these studies.

VIII. CONCLUSIONS AND FUTURE WORK

Setting appropriate VM configurations for applications on clouds is critical for both performance and cost. However, this task can be challenging to software engineers due to the performance uncertainty of the cloud systems. In this paper, we present a proof-of-concept approach to testing an application for how its performance will be affected by cloud uncertainty, without incurring undue testing costs. We specify cloud uncertainty testing criteria, design a test-based strategy to characterize the black-box cloud’s performance distributions using the testing criteria, and support execution of tests to characterize the application to be deployed as both a resource usage profile and a cloud baseline performance using sampling. We conducted a proof-of-concept implementation of CAPT, and our evaluation results for two public clouds show that CAPT can accurately estimate the performance of the considered cloud applications with 4.9% error on average and reduce the testing cost of 66.9% on average. Our future work will include increasing the number and type combinations of VMs for the configuration, more cloud service providers, as well as additional types of resources and applications.
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