
Inverse of a matrix

Let A be a square matrix of size n. 

If |A| ≠ 0, then A is a non-singular matrix and there exists an n×n matrix, denoted A-1, such that A.A-1 = In.

A-1 is unique.

For a 2x2 matrix, the inverse is calculated as follows.

Prove that AA-1 = A-1A = I2 and (A-1)-1 = A.

Let us assume that |A| ≠ 0. Then,

For larger square matrices, finding the inverse is significantly more complex. 
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Elementary row operations

Any nonsingular square matrix can be reduced to an identity matrix using elementary row operations.

Elementary column operations can be defined in a similar manner.



Gauss-Jordan elimination method to find the inverse of a matrix

Use elementary row operations to reduce the left half of the augmented matrix to identity matrix.

The right half of the resulting augmented matrix is the inverse of the original matrix.



Check: 

Example:



Gauss-Jordan Elimination Method

If the diagonal element of the current row, the element (i,i) position in iteration i,  is 0, switch that row with 

another row that has nonzero value in that column position. For invertible matrices, this is always feasible. 

This switching of rows to ensure the diagonal element is nonzero is called pivoting.



Solution to system of Linear equations

Note: If the equations are independent, that is, none of the equations can be obtained by a linear combination 

of the other two equations, then the corresponding matrix is nonsingular.



Gauss-Jordan Elimination to Solve System of Linear Equations



Example:





Problem 5, Section 2.6



16.  Show that (At)t = A.



22. Show that (AAt)t = AAt, where A is an n×n matrix.  [We will use the result from Problem 17b, (AB)t = Bt At ]

21. Show that (An)-1 = (A-1)n, where A is a nonsingular nxn matrix. 

Show that (AB)-1 = B-1A-1, where A and B are nonsingular n×n matrices.


