
Proc. of the10th International Conference on Parallel and Distributed Systems, Jul. 2004

Analysis of an Energy Efficient Optimistic TMR Scheme∗

Dakai Zhu, Rami Melhem, Daniel Mossé Elmootazbellah (Mootaz) Elnozahy
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Abstract

For mission critical real-time applications, such as
satellite and surveillance systems, a high level of relia-
bility is desired as well as low energy consumption. In
this paper, we propose a general system power model
and explore the optimal speed setting to minimize sys-
tem energy consumption for an Optimistic TMR (OTMR)
scheme. The performance of OTMR is compared with that
of TMR and Duplex with respect to energy and reliability.
The results show that OTMR is always better than TMR
by achieving higher levels of reliability and consuming
less energy. With checkpoint overhead and recovery, Du-
plex is not applicable when system load is high. However,
Duplex may be more energy efficient than OTMR depend-
ing on system static power and checkpointing overhead.
Moreover, with one recovery section, Duplex achieves
comparable levels of reliability as that of OTMR.

1. Introduction

Energy management through voltage scaling [14],
which reduces system supply voltage and process-
ing speed to save energy, has been well studied in the
context of real-time systems [13, 18, 23, 24]. Fault tol-
erance through redundancy has also been extensively
explored for high levels of reliability [15, 16]. How-
ever, there is relatively less work focusing on the
combination of energy and reliability management
[5, 12, 22, 25, 26, 27], which is particularly impor-
tant for mission critical real-time applications, such as
satellite and surveillance systems.

Triple Modular Redundancy (TMR) and Duplex with
temporal redundancy are common techniques to achieve
high levels of reliability [15]. Nevertheless, redundancy
also implies more energy consumption. For outer space
exploration systems (e.g., Mars Rover), which are gen-
erally battery operated,energy efficient fault toleranceis
desired for longer lifetime. Intuitively, TMR can achieve
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higher levels of reliability than Duplex by using one more
processing unit, but TMR consumes more energy for op-
erating the additional processing unit.

An Optimistic TMR (OTMR) scheme, which is de-
signed for energy efficiency, reduces system energy con-
sumption for a traditional TMR by slowing down one
processing unit, provided that it can catch up and finish
the computation before the deadline if the computations
on the other two units do encounter an error [5]. How-
ever, the maximum energy saving obtained by the OTMR
scheme depends on appropriate speed setting for the pro-
cessing units, which in turn is determined by the sys-
tem power characteristics. While dynamic power domi-
nates processor power dissipation, static leakage power
increases much fast with technology advancements. For
example, static leakage power for1µm technology was
0.01% of total processor power, but is approaching10%
for 0.1µm technologies [21]. For memory, the leakage
power also increases while active power decreases [20].
Thus, considering the whole processing unit, static power
will increase substantially with new technologies and
should be incorporated in power management schemes.

In this paper, we propose a general system power
model and analyze the optimal processing speeds to min-
imize energy consumption for the OTMR scheme. The
system power model has an important effect on energy
management schemes. Specifically, an energy efficient
speed can be obtained based on system power character-
istics, which could be higher than the minimum speed
in a system. We show that the performance of OTMR
is always better than TMR with respect to both energy
and reliability. With checkpoint overhead and recovery,
Duplex is not applicable when system load is high. But
when system load is low, checkpointing overhead is small
and static power is significant, Duplex is more efficient
than OTMR in terms of energy consumption. Assuming
a Poisson distributed fault model, the reliability achieved
by each technique is also analyzed.

Closely Related WorkCombined with voltage scaling
techniques, the optimal number of checkpoints among a
real-time application, uniformly or non-uniformly dis-
tributed, to achieve the minimum energy consumption



was explored for Duplex systems in [12]. Assum-
ing a Poisson fault model, Zhanget al. proposed an
adaptive checkpointing scheme that dynamically ad-
justs checkpoint intervals to tolerate a fixed number
of faults [25]. Elnozahy et al. proposed anOpti-
mistic TMRscheme to reduce the energy consumption
for traditional TMR systems by allowing one process-
ing unit to slow down provided that it can catch up and
finish the computation before the application’s dead-
line [5]. For a set of independent periodic tasks, using
the primary/backup recovery model, Unsalet al. pro-
posed an energy-aware software-based fault tolerance
scheme, which postpones as much as possible the execu-
tion of backup tasks to minimize the overlap of primary
and backup execution and thus to minimize energy con-
sumption [22]. Checkpointing was explored to tolerate a
fixed number of faults while minimizing the energy con-
sumption for a task set [27], and the work was further
extended in [26] by considering faults within check-
points.

The paper is organized as follows: the application
model, system power model and fault model are dis-
cussed in Section 2. We review the energy management
for TMR and obtain the optimal speeds for OTMR in Sec-
tion 3. Section 4 explores the applicability and the energy
management for Duplex. Section 5 analyzes the reliabili-
ties. The evaluation is presented and discussed in Section
6. Section 7 concludes the paper.

2. System Models
2.1. Application Model

We consider a frame-based real-time application that
is generally characterized by aworst case execution time
(WCET), L, and adeadline, D, which is also the frame
size. The execution within each frame is repeated and we
will focus on the execution of the application within one
frame due to periodicity. Given that variable speed pro-
cessors are available [7, 8], the WCET of an application
depends on the processor speed. Assuming thatC is the
worst case number of cyclesfor an application,C also
depends on the processor speed with memory accesses
being considered [19]. However, with a reasonable size
cache,C was shown to have very small variations with
different speeds [12]. For simplicity, we assume thatC is
a constant and is the number of cycles needed by an ap-
plication at the maximum speedfmax. Thus, the appli-
cation’s WCET atfmax is L = C

fmax
and the execution

time doubles when the speed is reduced by half1.
As usual in real-time systems, we assume thatL ≤ D

and define the system load asσ = L
D . The process-

1 Notice that, this is a conservative model. With memory effects,C
actually decreases with reduced speeds and the execution time will
be less than the modeled time.

ing speed is assumed to be able to take any speed2 be-
tweenfmin, the minimum processing speed, andfmax,
the maximum processing speed.

2.2. Power Model
In embedded systems, the power is consumed mainly

by the processor, memory, clock and underlying circuits.
When there is no computation to execute, we can either
put a system into sleep, from which a system can quickly
(e.g., in a few cycles) respond to computation require-
ment, to save energy [5] or turn off the system to get
more energy savings. However, turning on/off a system
incurs huge time and energy overheads [1]. Thus, we as-
sume that a system has three different states:off, sleep
andactive (defined as having computation in progress).
No power is consumed when a system is off. The system
power is correspondingly divided into two categories:
sleep power, which is a constant and is consumed while
a system is in sleep and active states, andactive power,
which is only consumed while a system is active.

The sleep power includes (but is not limited to) the
power to maintain basic circuits, keep the clock running
and the memory in sleep mode [11]. The active power
is further divided into two parts:speed-independent ac-
tive powerand speed-dependent active power. Speed-
independent active power consists of part of memory and
processor power as well as any power that can be effi-
ciently removed by putting systems into sleep and is inde-
pendent of system supply voltages and processing speeds
[4, 11]. speed-dependent active power includes proces-
sor’s dynamic power and any power that depends on sys-
tem supply voltages and processing speeds [2, 20]. Thus,
the system power can be modeled as:

P = Ps + ~(Pind + Pd) (1)
Pd = Ceffm (2)

where Ps is the sleep power,Pind is the speed-
independent active power andPd is the speed-dependent
active power.~ equals0 if the system is in sleep and~
equals1 if the system is active.Cef andm (> 2) are sys-
tem dependent constants andf is the processing speed
(in number of cycles per time unit) [2].

When the performance requirement is not the max-
imum, we can usevoltage scaling, which reduces sys-
tem supply voltage for lower speeds3, to further manage
the speed-dependent active power [14]. The maximum
speed-dependent active power corresponds to the maxi-
mum speedfmax and is denoted byPmax

d = Ceffm
max.

For convenience, the values ofPs andPind are assumed
to beαPmax

d andβPmax
d , respectively.

2 For the case of discrete processing speeds, we can use two adjacent
speeds to emulate any speed not supported by the system [10].

3 In the rest of this paper, we use speed changes to stand for chang-
ing both system supply voltage and processing speed.



The Effect of Power Model on Voltage ScalingIntu-
itively, lower processing speeds result in less speed-
dependent active energy consumption. But the ap-
plication will run longer and thus consume more
speed-independent active energy. Therefore, there is an
energy efficient speedfee to minimize the energy con-
sumption [5, 6, 9, 18]. Here, we estimatefee using our
general power model.

Consider an application running at speedf for L fmax

f
time units, the system energy consumption to execute the
application is (the system is put into sleep right after it
finishes executing the application):

E = PsD + (Pind + Ceffm)L
fmax

f
(3)

whereD is the application’s deadline. Notice that the sys-
tem will be put to sleep for(D−L fmax

f ) time units. Due
to the high time and energy overhead of turning on/off a
system [1], we assume the system is always on and the
sleep powerPs is always consumed.

By differentiating Equation (3) with respect tof , we

find thatE is minimized whenf = m

√
β

m−1fmax, which

is defined as theenergy-efficientspeedfee. Given that
fmin is the minimum supported processing speed, we
define the minimum energy efficient speed asfsys =
max{fmin, fee} and κ = fsys

fmax
. That is, we may be

forced to run at a speed higher thanfee to meet the appli-
cation’s deadline or to comply with the lowest speed limi-
tation, but we should never run at a speed belowfee, since
doing so consumes more energy. Thus,when the system
power has a speed-independent component that can
be efficiently removed, its effect on voltage scaling is
equivalent to imposing an energy efficient speed.

Notice that an application cannot run faster than the
maximum speedfmax. If fee > fmax, that is,β > m−1,
all applications would run atfmax to minimize the en-
ergy consumption and no voltage scaling is required. In
this paper, we assume thatβ ≤ m− 1.

2.3. Fault Model

During the execution of an application, a fault may
occur due to various reasons, such as hardware failures,
software errors and the effect of cosmic ray radiations.
Sincetransientand intermittentfaults occur much more
frequently thanpermanentfaults [3], in this paper, we fo-
cus on transient and intermittent faults, which can be re-
covered through re-execution.

The interarrival time of faults is assumed to follow
a Poisson distribution with an average arrival rate ofλ.
In general,λ varies with different system supply volt-
ages and processing speeds. However, to the best of
our knowledge, there is no existing model in the litera-
ture that addresses this problem. For simplicity, we as-
sume thatλ is a constant. Thus, the probability of having

fault(s) during an application execution timet is:

ρ(t) = 1− e−λt (4)

That is, the reliability (i.e., the probability of having no
fault) for an application will depend on its execution time.
The longer an application runs, the higher the probabil-
ity of having fault(s) and the lower the reliability is.

3. TMR and Optimistic TMR
A TMR system tolerates one fault by running an appli-

cation on three identical processing units simultaneously
and voting on the three outputs [15]. Expecting that faults
are rare, an Optimistic TMR (OTMR) scheme has been
proposed to reduce the energy consumption in a TMR
system. The idea is to turn off or slow down one process-
ing unit, provided that it can catch up and finish the com-
putation before the deadline if the other two units do en-
counter an error [5]. Below, we first briefly review the en-
ergy management for TMR using our power model, and
then derive the optimal speed setting to minimize the sys-
tem energy consumption for OTMR.

3.1. Energy Management for TMR
With load σ = L

D ≤ 1, we can execute the appli-
cation with reduced speed (i.e., as low asσfmax) and
save energy while ensuring that the application’s dead-
line is met. With the minimal energy efficient speed be-
ing fsys (see Section 2), an application would run at the
speed offTMR = max{σfmax, fsys} to minimize the
energy consumption. Thus, the energy consumption for
TMR is:

ETMR = 3
(

PsD + (Pind + Ceffm
TMR)L

fmax

fTMR

)
(5)

Recall thatfsys = κfmax. For low system loads, that is,
when0 < σ ≤ κ, we havefTMR = fsys andETMR =
3

(
α + (β + κm)σ

κ

)
Pmax

d D. However, whenκ < σ ≤
1, we havefTMR = σfmax andETMR = 3(α + β +
σm)Pmax

d D.

3.2. Optimal Speeds for OTMR
With the expectation that no fault will occur in the first

two units of a TMR system, the third unit could sleep or
run at a lower speed as long as we can ensure that it has
enough reserved time to finish the execution beforeD.
The speed for the first two units iscrucial in determin-
ing whenthe third unit should begin to run and atwhat
speed. In what follows, we explore the optimal speed set-
ting for OTMR to minimize system energy consumption.

Suppose that the optimal speed for the first two units
is f2 = xfmax. We havef2 ≥ max{σfmax, fsys}, that
is, x ≥ max{σ, κ}. The reserved time for the third unit
is D− L

x . If D− L
x ≥ L (i.e., the reserved time is enough

for the third unit to finish the computation atfmax), no
work needs to be done concurrently and the third unit
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Figure 1. Optimal speeds for OTMR under different loads: a. very low load ( 0 ≤ σ ≤ κ
1+κ ); b. low

load ( κ
1+κ < σ ≤ κ); c. very high load ( 1

2−κ < σ ≤ 1).

just sleeps initially (see following Case 1). Otherwise, the
part of the application that needs to be executed concur-
rently with the first two units isL− (D− L

x ) with speed

f3 = max{fsys,
L−(D−L

x )
L
x

fmax} = max{fsys, (1 −
1−σ

σ x)fmax}. In order to find the optimal speeds, we
need to consider the following cases regarding to differ-
ent system loads.

Case1: 0 < σ ≤ κ
1+κ (system load is very low).

In this case, we haveL ≤ D− L
κ (fromσ ≤ κ

1+κ ), that
is, there is enough reserved time and the third unit just
sleeps initially. The optimal speed for the first two units
is fsys as shown in Figure 1a. In the figure, the width of a
rectangle represents processing speed, and the height rep-
resents execution time. The rectangle area represents the
number of cycles needed for the application. Since faults
are rare, we consider only the energy consumption during
fault freeexecution in the following analysis. The mini-
mum fault free energy consumption for OTMR is:

EOTMR = 3PsD + 2(Pind + Ceffm
sys)L

fmax

fsys

=
(
3α + 2(β + κm)

σ

κ

)
Pmax

d D

Case2: κ
1+κ < σ ≤ κ (system load is low).

In this case, the third unit may have to execute part
of the application concurrently with the first two units as
shown in Figure 1b. However, the third unit does not need
to run at a speed higher thanfsys initially to meet the tim-
ing constraints, as discussed below.

Notice that, when the reserved time for the third unit
is L, the first two units should run at speedLD−Lfmax =

σ
1−σ fmax, which is higher thanfsys (notice that κ

1+κ < σ
and fsys = κfmax). Running at a speed higher than

σ
1−σ fmax will needlessly increase the energy consump-
tion for the first two units. Since the optimal speed
for the first two unitsf2 = xfmax is also limited by
fmax, we havef2 ≤ min{ σ

1−σ fmax, fmax}, that is,

x ≤ min{ σ
1−σ , 1}. Thus, we haveL − (D − L

x ) ≥ 0.
Recall that the optimal speed for the third unit to ex-
ecute the overlapping part of the application isf3 =
max{fsys, (1 − 1−σ

σ x)fmax}. Sincef2 ≥ fsys, that
is, x ≥ κ ≥ σ, we have(1 − 1−σ

σ x)fmax ≤ (1 −
1−σ

σ σ)fmax = σfmax ≤ fsys. Thus,f3 = fsys. How-
ever, the start time for the third unit is determined byx
andσ. Therefore, the energy consumption for OTMR is:

EOTMR = 3PsD + 2(Pind + Ceffm
2 )

L

x

+(Pind + Ceffm
sys)

L− (D − L
x )

κ

= (3α + 2(β + xm)
σ

x

+(β + κm)
σ − (1− σ

x )
κ

)Pmax
d D

Differentiating the above equation with respect tox and

setting ∂EOT MR

∂x = 2(m−1)xm−2β− β
κ−κm−1

x2 σ = 0, we
conclude thatEOTMR is minimized when

x = m

√
2β + β

κ + κm−1

2(m− 1)
def
= xβ,κ,m

subject toκ ≤ x ≤ min{ σ
1−σ , 1}. Thus, ifxβ,κ,m ≤ κ,

EOTMR is minimized whenx = κ; otherwise,EOTMR

is minimized whenx = min{1, σ
1−σ , xβ,κ,m}.

Case3: κ < σ ≤ 1
2−κ (system load is high).

Noting thatf2 = xfmax andf3 = max{fsys, (1 −
1−σ

σ x)fmax}. The speed(1− 1−σ
σ x)fmax is smaller than



fsys if x ≥ 1−κ
1−σ σ. In this case,f3 = fsys (same as in

Figure 1b) and the optimalx to minimizeEOTMR can
be solved as in Case2. However, ifx < 1−κ

1−σ σ, we have
(1 − 1−σ

σ x)fmax > fsys and the third unit will run at
speedf3 = (1 − 1−σ

σ x)fmax (as in Figure 1c). The op-
timal x to minimizeEOTMR can be found iteratively as
will be shown for Case4 discussed next. As the result,
the optimalx is the one that results in smallerEOTMR

among the two sub cases.
Case4: 1

2−κ < σ ≤ 1 (the system load is very high).
From 1

2−κ < σ, we have1 < 1−κ
1−σ σ. Note that

x ≤ min{ σ
1−σ , 1} as discussed in Case2. Therefore,

x ≤ 1 < 1−κ
1−σ σ, that is,κ < 1 − 1−σ

σ x. Hence the
third unit needs to execute part of the application con-
currently with the first two units at speedf3 = yfmax =
(1 − 1−σ

σ x)fmax > fsys as shown in Figure 1c. Thus,
the energy consumption for OTMR is:

EOTMR = 3PsD + 2(Pind + Ceffm
2 )

L

x

+(Pind + Ceffm
3 )

L− (D − L
x )

y

= (3α + 2(β + xm)
σ

x

+(β + ym)
σ − (1− σ

x )
y

)Pmax
d D

Setting∂EOT MR

∂x = 0, we conclude thatEOTMR is min-
imized whenx satisfies the following equation subject to
σ < x ≤ min{ σ

1−σ , 1}:

2(m− 1)σxmy2 − (1− σ)(m− 1)x2ym +

(m− 1)
1− σ

σ
(x− σ)xym + β(1− σ)x2 − βσy

−2βσy2 − (1− σ)β
σ

(x− σ)x− σym+1 = 0

wherey = 1 − 1−σ
σ x. It is not clear if there is a close

form for the solutionx. For a givenm,β andσ, how-
ever,x can be found iteratively.

In summary, to minimize the energy consump-
tion of OTMR, whenσ ≤ κ

1+κ , the optimal speed
for the first two units isfsys and the third units just
sleeps. When κ

1+κ < σ ≤ κ, the optimal speed
for the first two units isfsys (if xβ,κ,m ≤ κ) or
min{1, σ

1−σ , xβ,κ,m}fmax, while the third unit runs at

fsys, wherexβ,κ,m = m

√
2β+ β

κ +κm−1

2(m−1) . When the sys-

tem load is high, that is,κ < σ ≤ 1, the optimal speeds
need to be solved iteratively.

4. Duplex Systems
Duplex can detect fault(s) and recover through re-

execution. Checkpointing, as an efficient technique to ex-
plore temporal redundancy and achieve high reliability,
rolls back the execution to the latest correct state when

there is a fault [15]. In this paper, we first analyze the
applicability of Duplex under different checkpoint over-
heads, then the optimal number of checkpoints to mini-
mize energy consumption is explored using our general
system power model. For simplicity, only uniformly dis-
tributed checkpoints are considered [12].

Suppose the overhead of taking one checkpoint isr
and n is the number of checkpoints taken. The more
checkpoints a Duplex has, the smaller a recovery sec-
tion is (i.e., L

n ), but the more checkpoint overhead in-
curred (i.e.,nr). If the normalized checkpoint overhead
is γ = r

L , thenr = γL = γσD.

4.1. Applicability Analysis
Typically, a Duplex system employs only one recov-

ery section because of the usually small failure rates. If
there aren checkpoints, the recovery section isL

n . As-
suming that therecovery overhead, which is the time for
a Duplex to restore its previous correct state, is alsor
(the same as a checkpoint overhead), the following con-
dition should be satisfied:

L + nr + r +
L

n
≤ D

which, usingL = σD andr = γσD, can be rewritten as

γσn2 − (1− σ − γσ)n + σ ≤ 0 (6)

Solving Equation (6) forn, we get:

(1− σ − γσ)−
√

(1− σ − γσ)2 − 4γσ2

2γσ
≤

n ≤ (1− σ − γσ) +
√

(1− σ − γσ)2 − 4γσ2

2γσ

Letσγ be the upper bound for the system load that Du-
plex can handle for a given checkpointing overheadγ. In
order forn to have a real (non-imaginary) solution, we

should haveσ ≤ 1
1+γ+2

√
γ

def
= σγ . In other words, Du-

plex is not applicable ifσ > σγ . In this section, we as-
sume thatσ ≤ σγ .

4.2. Energy Management
With n checkpoints, Duplex could run the applica-

tion and checkpoints at speedfD = L+nr
D−r−L

n

fmax =
σ+nγσ

1−γσ− σ
n

fmax with enough time being reserved for one
recovery section. From Section 2, to minimize the en-
ergy consumption, Duplex will execute the application at
speedfDup = max{fD, fsys} and the fault free energy
consumption is:

EDup = 2
(

PsD + (Pind + Ceffm
Dup) (L + nr)

fmax

fDup

)

When0 < fD ≤ fsys, that is,0 < σ+nγσ
1−γσ− σ

n
≤ κ, Du-

plex executes the application and checkpoints at speed



fsys and the energy consumption is:

EDup = 2
(

α + (β + κm)
σ + nγσ

κ

)
Pmax

d D

Noting that∂EDup

∂n > 0, we conclude thatEDup is mini-
mized at the smallestn that satisfies0 < σ+nγσ

1−γσ− σ
n
≤ κ.

For anyn(≥ 1), we have0 < σ+nγσ
1−γσ− σ

n
. From σ+nγσ

1−γσ− σ
n
≤

κ, we can get a quadratic equation inn:

γσn2 − (κ− σ − κγσ)n + κσ ≤ 0

Solving this equation, we get:

(κ− σ − κγσ)−
√

(κ− σ − κγσ)2 − 4γσ2κ

2γσ
≤

n ≤ (κ− σ − κγσ) +
√

(κ− σ − κγσ)2 − 4γσ2κ

2γσ

From the above equation, to have a real (non-imaginary)

n, we must haveσ ≤ κ
1+κγ+2

√
κγ

def
= σκ,γ . In other

words, in order to run the application and checkpoints at
fsys, the system load should be smaller thanσκ,γ . Thus,
the optimal number of checkpoints to minimizeEDup in
this case is:

n = max

(
1,

(κ− σ − κγσ)−
p

(κ− σ − κγσ)2 − 4γσ2κ

2γσ

)
(7)

When system load is higher (σκ,γ < σ ≤ σγ), we will
haveκ < σ+nγσ

1−γσ− σ
n

and thereforefsys < fD. The appli-
cation and checkpoints need to run atfD and the energy
consumption is:

EDup = 2

"
α +

 
β +

 
σ + nγσ

1− γσ − σ
n

!m!
(1− γσ − σ

n
)

#
P

max
d D

Notice that anyn will satisfy κ < σ+nγσ
1−γσ− σ

n
whenσκ,γ <

σ ≤ σγ . Set∂EDup

∂n = 0, we find thatEDup is minimized
whenn satisfies the following equation:

mn2γ(1− γσ − σ

n
)(σ + nγσ)m−1

+β(1− γσ − σ

n
)m − (m− 1)(σ + nγσ)m = 0

We could not find a close form for the solutionn. How-
ever, for givenm,β, γ andσ, the value ofn that satisfies
the above equation can be found iteratively.

In summary, when0 ≤ σ ≤ κ
1+κγ+2

√
κγ

def
= σκ,γ , the

optimal number of checkpointsn to minimizeEDup is

given by Equation (7); whenσκ,γ < σ ≤ 1
1+γ+2

√
γ

def
=

σγ , the optimal number of checkpointsn to minimize
EDup can be solved iteratively. Ifσ > σγ , Duplex can-
not be used.

5. Reliability Analysis
From previous analysis, the optimal speed to mini-

mize energy consumption for a TMR system isfTMR =

max{fsys, σfmax}, that is, the application will run for
time tTMR = min{L

κ , D}. Given a Poisson distributed
fault model with the average arrival rate ofλ, the proba-
bility of having fault(s) on one processing unit would be
ρTMR = ρ(tTMR) = 1 − e−λtT MR . Thus, the reliabil-
ity of a TMR system is:

RTMR = (1− ρTMR)3 + 3(1− ρTMR)2ρTMR

where the first term is the probability of having no faults
during execution and the second term is the probability
of having fault(s) only in one processing unit.

For the OTMR scheme, suppose the optimal speed
for the first two units to minimize energy consumption
is f2 = xfmax, the execution will take timet2 = L

x
and the probability of having fault(s) during the execu-
tion on one processing unit isρ2 = ρ(t2) = 1 − e−λ L

x .
When the computation on the first two units encoun-
ters an error, the third unit will need to finish the exe-
cution. Notice that, the reserved time for the third unit
is D − L

x . If D − L
x ≥ L, no work needs to be done

concurrently and the third unit will run for timet3 =
min{D − L

x , L
κ }. Otherwise, the amount of work that

needs to be done concurrently with the first two units is
L − (D − L

x ). The optimal speed for the concurrent ex-

ecution isf3 = yfmax = max{fsys,
L−(D−L

x )
L
x

fmax}.
Thus, the total execution time for the third unit would be

t3 = L−(D−L
x )

y + (D− L
x ) and the probability of having

fault(s) on the third unit isρ3 = ρ(t3)1 − e−λt3 . There-
fore, the reliability of a OTMR system is:

ROTMR = (1− ρ2)2 + 2(1− ρ2)ρ2(1− ρ3)

where the first term is the probability of having no fault
in the first two units and the second term is the probabil-
ity of having fault(s) on any one of the first two units but
no fault on the third unit.

For Duplex, we assume that one processing unit in a
duplex system will fail if there is a fault during the ex-
ecution of application sections or checkpoints4 and the
recovery section will be executed on both units. Sup-
pose the optimal number of checkpoints to minimize en-
ergy consumption isn, the speed to run the application
and checkpoints isfDup = max{fsys,

σ+nγσ
1−γσ− σ

n
fmax}.

Thus, one section (including one checkpoint and one sec-
tion of the application) needs timetd = (r + L

n ) fmax

fDup

and the probability of having fault(s) on one process-
ing unit during the execution of one section isρd =
ρ(td) = 1 − e−λtd , while the probability of one sec-
tion being correctly executed isRd = (1 − ρd)2. No-
tice that the recovery section executes at speedfmax. The

4 A Duplex might not detect a failure if a failure happens during a
checkpoint and the section following the faulty checkpoint does
not fail. But, for simplicity, we do a pessimistic analysis and as-
sume that a duplex will fail if one checkpoint fails.
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Figure 2. Optimal Speeds and Energy Consumption for OTMR and TMR; α = 0.5 and Pmax
d D = 1.

probability of having fault(s) on one processing unit dur-
ing a recovery section (including recovery overhead) is
ρr = ρ(r + L

n ) = 1 − e−λ(r+ L
n ) and the probability of

the recovery section correctly executed isRr = (1−ρr)2.
Hence, the reliability of a duplex system is:

RDup = Rn
d + nRn−1

d (1−Rd)Rr

where the first term is the probability of having no fault
during all sections and the second term is the probability
that one section fails while the recovery section executes
correctly.

6. Comparison and Discussion
In this section, we will compare the energy consump-

tion and reliability for TMR, OTMR and Duplex. First,
let us determine the system parameters, that is, the values
that we should use forα, β andm in the analysis. Re-
call thatα is for sleep power,β is for speed-independent
active power andm is the exponent for speed-dependent
active power (see Section 2).

For a P-III600MHz system, the processor consumes
the peak power of27W , memory consumes5W , and
the total system power is around47W [1]. Consider-
ing that processor and memory power can be reduced
by up to 98% of their active power when hibernating
[4, 11], in our analysis, we will useα = 0.1, 0.5, 1.0
and β = 0.1, 0.5, 1.0. Generally,m is between2 and
3 for voltage scaling processors [2]; our recent analysis
shows thatm ≈ 2.6 for Intel XScale model [7]. Consid-
ering other voltage related power, such as some compo-
nent of the leakage power [20], we expect thatm will still

fall between2 and3. In this paper, we usem = 2.6. For
duplex systems, the checkpoint overhead could be very
small [17] and we will useγ = 0.01, 0.05, 0.1, respec-
tively.

For simplicity, we use normalized processing speed

with fmax = 1, and assume thatfsys = m

√
β

m−1fmax

(i.e.,fmin ≤ fee, see Section 2).

6.1. Comparison between OTMR and TMR
First, we compare OTMR with TMR on energy con-

sumption. As we discussed earlier, the processing speed
for the first two processing units in OTMR systems is crit-
ical in energy savings. Figure 2a, 2b and 2c show the op-
timal processing speeds for the first two units in OTMR
(OTMR-2), the third unit of OTMR (OTMR-3) and all
units in TMR (TMR), to minimize energy consumption
under different system loads.

Notice that, the minimum energy efficient speed

fsys = m

√
β

m−1fmax is determined byβ andm. With

fixed m = 2.6, the largerβ leads to largerfsys. From
Figure 2a, 2b and 2c, we can see that the optimal speed
for TMR is max{fsys, σfmax}. For OTMR, the op-
timal speed for the first two units is the same as that
for TMR when system load is low (σ ≤ κ

1+κ ), and be-
gins to increase sharply when system load becomes
higher. By running the first two units faster, OTMR re-
serves enough time and the third unit could sleep at
the beginning and thus save more energy. For exam-
ple, whenβ = 0.5 (Figure 2b), the optimal speed for the
first two units isfsys = κfmax = 0.6393 and the third
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Figure 3. Optimal number of checkpoints for Duplex; m = 2.6.

unit sleeps when loadσ ≤ κ
1+κ = 0.39; when load is

slightly higher, the optimal speed for the first two units
increases to σ

1−σ (see Section 3) and the third unit contin-
ues to sleep until the load reachesσ = 0.4671, at which

point σ
1−σ = 0.8764 = xβ,κ,m = m

√
2β+β/κ+κm−1

2(m−1) ; af-
ter that the first two units run at the optimal speed
xβ,κ,m = 0.8764 and the third unit begin to run at
fsys = 0.6393 (however, the running time for the third
unit is not the same as the first two units before load ap-
proaches 1

2−κ = 0.7349, after which the third unit’s
speed is higher thanfsys).

Figure 2d, 2e and 2f show the minimum energy con-
sumptions for TMR and OTMR with different system
loads when we setPmax

d D = 1 to normalize the energy
units. Notice that the sleep power (indicated byα) is the
same for TMR and OTMR and we assumeα = 0.5. Even
though OTMR’s first two units run typically faster than
TMR, the sleep of the third unit causes OTMR to con-
sume equal or less energy than TMR, at the expense of a
more complex speed management scheme.

6.2. Comparison between OTMR and Duplex

The optimal number of checkpoints for Duplex
to minimize energy consumption is determined by
m, β, γ and σ. Figure 3 shows the optimal num-
ber of checkpoints for a duplex system with different
speed-independent active power and different check-
point overhead (γ = 0.01, 0.05, 0.1 corresponding to
Dup-0.01, Dup-0.05 and Dup-0.1, respectively) un-
der different system loads. From the figure, we can
see that Duplex is only applicable when the sys-
tem load is low and/or the overhead of checkpoints is
small. With checkpoint overhead increasing, the max-
imum system load a Duplex can handle decreases.
As expected, the optimal number of checkpoints in-
creases when the checkpoint overhead decreases since
more checkpoints can be used with smaller check-
point overhead. The optimal number of checkpoints
decreases when speed-independent active power (β) in-
creases. The reason is that the minimum energy efficient
speedfsys is higher with high speed-independent ac-

tive power, thus, the application is able to run atfsys

with fewer number of checkpoints for the same sys-
tem load.

Figure 4 shows the optimal energy consumption for
Duplex with different checkpoint overheads as well as
OTMR when speed-independent active power and static
leakage power have different values. When checkpoint
overhead is very small (i.e.,γ = 0.01), Duplex outper-
forms OTMR with less energy consumption for low sys-
tem load by using one less unit, especially when static
leakage power and/or speed-independent active power is
significant. When static leakage power is very small (e.g.,
α = 0.1) and checkpoint overhead is big (i.e.,γ = 0.1),
OTMR consumes less energy than Duplex with moderate
system loads. As expected, OTMR is much worse than
Duplex for larger static leakage power (e.g.,α = 1.0).
However, only OTMR is applicable when system load ap-
proaches1.

6.3. Reliability Evaluation
We examine the reliability achieved by each scheme

when their processing speeds are optimal for energy con-
sumption. With the assumption that the interarrival time
of faults follows Poisson distribution and the average fail-
ure rate isλ, the probability of failure on one processing
unit during the period ofD is ρ(D) = 1 − e−λD. Since
the deadlineD is an application specific parameter, in the
following discussion we assume thatρ(D) = 10−3, 10−4

and10−5.
Figure 5 shows the probability of failure for all

schemes with different values ofρ(D) (i.e., differ-
ent failure rates). Lower probability of failure means
higher reliability. As expected, when the loadσ in-
creases, the reliabilities for all schemes decrease since
all schemes use more time to execute the applica-
tion. The reason is that, with the interarrival time of
faults following a Poisson distribution, the longer a pro-
cessing unit runs, the higher the probability it fails and
the lower the reliability is. OTMR achieves slightly bet-
ter reliability than TMR since OTMR runs faster and uses
less time to execute an application. Also note that dif-
ferent checkpoint overheads have no significant effect
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Figure 4. Energy Consumption of OTMR and Duplex; assuming Pmax
d D = 1.

on the reliability achieved by Duplex. With one recov-
ery section, Duplex achieves comparable levels of relia-
bility as that of OTMR, especially with low loads where
all executions are performed at the minimum energy ef-
ficient speed.

7. Conclusion
An Optimistic TMR (OTMR) scheme has been pro-

posed to reduce the energy consumption for traditional
TMR systems by turning off or slowing down one pro-
cessing unit, provided that it can catch up and finish the
computation before the deadline if the computation on
the other two units does encounter an error [5]. How-
ever, the maximum energy saving obtained by the OTMR
scheme depends on appropriate speed setting for the pro-
cessing units, which in turn is determined by the system
power characteristics.

In this paper, we propose a general system power
model and analyze the optimal processing speeds to min-
imize energy consumption for the OTMR scheme. For
comparison, the applicability of Duplex with different

checkpoint overheads is studied and the reliability for
TMR, OTMR and Duplex is computed by assuming a
Poisson distributed fault model.

Our analysis show that if the static power can be ef-
ficiently removed when a system is in sleep state (i.e.,
becomes speed-independent active power), OTMR con-
sumes comparable energy with Duplex and is applica-
ble even when system load approaches1. However, if the
static power, including the power for the underlying cir-
cuits, cannot be turned off, Duplex will consume much
less energy than OTMR when Duplex is applicable (i.e.,
when system load is not very high and checkpoint over-
head is small). Furthermore, Duplex with optimal check-
point distribution achieves comparable levels of reliabil-
ity as that of OTMR.
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